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#### Abstract

We study the problem of testing whether the missing values of a potentially high-dimensional dataset are Missing Completely at Random (MCAR). We relax the problem of testing MCAR to the problem of testing the compatibility of a sequence of covariance matrices, motivated by the fact that this procedure is feasible when the dimension grows with the sample size. Tests of compatibility can be used to test the feasibility of positive semi-definite matrix completion problems with noisy observations, and thus our results may be of independent interest. Our first contributions are to define a natural measure of the incompatibility of a sequence of correlation matrices, which can be characterised as the optimal value of a Semi-definite Programming (SDP) problem, and to establish a key duality result allowing its practical computation and interpretation. By studying the concentration properties of the natural plug-in estimator of this measure, we introduce novel hypothesis tests that we prove have power against all distributions with incompatible covariance matrices. The choice of critical values for our tests rely on a new concentration inequality for the Pearson sample correlation matrix, which may be of interest more widely. By considering key examples of missingness structures, we demonstrate that our procedures are minimax rate optimal in certain cases. We further validate our methodology with numerical simulations that provide evidence of validity and power, even when data are heavy tailed.


## 1 Introduction

Incomplete data are a common occurrence in almost all areas of statistical application, and the mechanisms leading to such data are diverse. For example, subjects in a survey may choose not to respond to certain questions, leading to missing values, or a practitioner may wish to combine data collected in different studies, where different variables were recorded in each. With incomplete data, traditional approaches become unreliable or even inapplicable, leading to a significant effect on the conclusions that can be drawn from the data. The most common approaches to dealing with missing values are to remove any incomplete observations, and thus to perform a complete-case analysis, or to replace any missing entry with a representative value, using an imputation method (e.g. Yates, 1933; van Buuren and Groothuis-Oudshoorn, 2011; Stekhoven and Bühlmann, 2011). However, the validity of such procedures, and the choice of an appropriate one, depends crucially on the mechanism that determines the missingness. Mechanisms have traditionally been classified as Missing Completely At Random (MCAR), Missing At Random (MAR) and Missing Not At

Random (MNAR) (e.g. Little and Rubin, 2002) according to the dependence structure between the variables themselves and their missingness, with such assumptions being required to link observations to targets of inference.

The typical formal setting is to suppose that we observe independent and identically distributed copies of a random object $\mathbf{X} \circ \Omega$, where $\mathbf{X}$ takes values in some product space $\mathcal{X}=\prod_{j=1}^{d} \mathcal{X}_{j}$, where $\Omega$ takes values in $\{0,1\}^{d}$ and where we define the operator $\circ$ by

$$
(x \circ \omega)_{j}= \begin{cases}x_{j} & \text { if } \omega_{j}=1 \\ \mathrm{NA} & \text { if } \omega_{j}=0\end{cases}
$$

The assumptions named above then control the dependence between the data $\mathbf{X}$ and the missingness indicator $\Omega$. The simplest case of MCAR is when these are independent, denoted $\mathbf{X} \Perp \Omega$, which essentially means that the data we observe is representative of the population, even if it is incomplete. For example, consider the simple problem of estimating $\mathbb{E}[X Y]$ from complete data $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{N}, Y_{N}\right)$ and incomplete data $\left(X_{N+1}, \mathrm{NA}\right), \ldots,\left(X_{n}, \mathrm{NA}\right)$. It is easy to see that under MCAR the complete case estimator $\widehat{\mu}^{C C}:=N^{-1} \sum_{i=1}^{N} X_{i} Y_{i}$ is an unbiased estimator of $\mathbb{E}[X Y]$. When MCAR or similar assumptions hold, we can often employ statistical methodologies that are easy to interpret and make good use of all incomplete data, and solid theoretical guarantees have been developed in various modern statistical problems such as high-dimensional regression (Loh and Wainwright, 2012), high-dimensional or sparse principal component analysis (Zhu et al., 2022; Elsener and van de Geer, 2018), classification (Cai and Zhang, 2019; Sell et al., 2023), and precision matrix and changepoint estimation (Follain et al., 2022). However, if MCAR does not hold, which is common in practice, alternative methods may be required.

Hypothesis tests can be used to guide practitioners in deciding whether or not missingness assumptions are reasonable. The goal of this work is to study the problem of testing the hypothesis of MCAR, which has been the subject of much research in the missing data literature. Most prior work has been developed within the context of parametric models. For example, Little (1988), works under the hypothesis that the data is Gaussian in the setting that all pairs of variable are observed together (see Section 5 for further details). Fuchs (1982) considers discrete data in the setting that a large number of complete cases are available. In both cases the methods are likelihood ratio tests, with the MLEs calculated using the EM algorithm (Dempster et al., 1977) and validity and power guarantees based on classical asymptotics. More recently, Berrett and Samworth (2023) provided a nonparametric formulation of the problem and methodology that was proved to be widely powerful under minimal assumptions. The key insight of Berrett and Samworth (2023) is to relate the problem of testing MCAR to the problem of testing compatibility. For $S \subseteq[d]:=\{1, \ldots, d\}$ denote by $\left\{\Omega=\mathbb{1}_{S}\right\}$ the event that $X_{j}$ is observed if and only if $j \in S$, and write $\mathbb{S}=\left\{S: \mathbb{P}\left(\Omega=\mathbb{1}_{S}\right)>0\right\}$ for the set of all possible observation patterns. Then, under MCAR, the distribution $P_{S}$ of the observation $X_{S} \mid\left\{\Omega=\mathbb{1}_{S}\right\}$ is equal to the marginal distribution of the population distribution $\mathcal{L}(\mathbf{X})$ on $\mathcal{X}_{S}:=\prod_{j \in S} \mathcal{X}_{j}$. Hence, if $P_{\mathbb{S}}:=\left(P_{S}: S \in \mathbb{S}\right)$ is incompatible, in the sense that there is no distribution $P$ on $\mathcal{X}$ with marginal distribution $P_{S}$ on $\mathcal{X}_{S}$ for all $S \in \mathbb{S}$, then the data cannot be MCAR. In fact, it is shown that this reasoning is tight in that it is not possible to rule out MCAR based on observations of $\mathbf{X} \circ \Omega$ if $P_{\mathbb{S}}$ is compatible. In general, fully testing the compatibility of a sequence of distributions requires us to look at complex interactions between the distributions, and methods for doing so will have sample complexity that
is exponential in the dimension $d$. Our work aims to provide methods that are valid and powerful without strong assumptions while being effective as the dimension $d$ grows.

Our methodology will be based on testing the compatibility of sequences of covariance matrices, which can be estimated consistently even for large $d$. Earlier studies have employed the covariance matrix to assess MCAR. As briefly discussed above, Little (1988) studied a likelihood ratio test of MCAR, effectively examining the homogeneity of means and covariances under the assumption of normality. However, Little expressed scepticism about its effectiveness unless the sample size is exceptionally large and the assumption of normality holds. This scepticism was further validated in simulations by Kim and Bentler (2002), who also developed a test for consistency of means and covariances based on generalised least squares. Both of these approaches work by comparing the sample covariance matrix associated to a given missingness pattern to the corresponding submatrix of an estimated complete covariance matrix. More recently, Jamshidian and Jalal (2010) developed $k$-sample tests of the equality of covariance matrices, given complete data, based on Hawkins' test (Hawkins, 1981). Using empirical evidence, they then argued that these tests could be combined with imputation techniques to test the homogeneity of covariance matrices calculated using incomplete data. These methodologies can be effective when the corresponding assumptions are met and when a complete covariance matrix can be consistently estimated.

Our method works by directly checking the compatibility of the observed sample covariance matrices, making no assumptions on the form of the underlying distributions and not requiring the estimation of a complete covariance matrix. In particular, this second point means that our test can be applied with any collection $\mathbb{S}$ of missingness patterns. More precisely, at the population level, we will consider $\Sigma_{\mathbb{S}}=\left(\Sigma_{S}: S \in\right.$ $\mathbb{S}$ ), a sequence of suitably-normalised covariance matrices $\Sigma_{S}$ associated to the law of $\mathbf{X}_{S} \mid\left\{\Omega=\mathbb{1}_{S}\right\}$, and design a statistical test to check if $\Sigma_{\mathbb{S}}$ is compatible, meaning that each $\Sigma_{S}$ can be obtained by marginalising a general $d \times d$ covariance matrix $\Sigma$, i.e. $(\Sigma)_{S}=\Sigma_{S}$. If MCAR holds then for each $S \in \mathbb{S}$ we must have $\operatorname{Cov}\left(\mathbf{X}_{S} \mid \Omega=\mathbb{1}_{S}\right)=(\operatorname{Cov}(\mathbf{X}))_{S}$, the block of the covariance matrix of $\mathbf{X}$ corresponding to the variables in $S$, so that the sequence $\left(\Sigma_{S}: S \in \mathbb{S}\right)$ must be compatible. Hence, if we can reject the hypothesis $H_{0}: \Sigma_{\mathbb{S}}$ compatible, then we can reject the hypothesis of MCAR. See Figure 1 for a pictorial summary of the key concepts so far.

More generally, one can consider the problem of testing the compatibility of moments of order $p \geq 1$ and, if it is found that these moments are incompatible, one can reject MCAR. For $p=1$, this problem reduces to testing the compatibility of mean vectors, which essentially boils down to testing the equality of means. This has been studied in the statistical literature for nearly a century, and we refer to existing methods for solving this problem (e.g. Wilks, 1946; Little, 1988). In order to have power against a wider range of alternatives, while limiting the complexity of the testing procedure, we restrict attention in this work to the natural $p=2$ problem. Here there are still various ways in which compatibility can fail. For example, we can rule out $H_{0}$ if $\Sigma_{\mathbb{S}}$ is inconsistent, in the sense that that there are two observation patterns $S_{1}, S_{2} \in \mathbb{S}$ for which $\left(\Sigma_{S_{1}}\right)_{S_{1} \cap S_{2}} \neq\left(\Sigma_{S_{2}}\right)_{S_{1} \cap S_{2}}$, meaning that there exists a pair of variables whose covariance takes different values in different observation patterns. Testing the consistency of covariance matrices reduces to testing the equality of smaller covariance matrices, which has again been previously studied (e.g. Hawkins, 1981). The corresponding nonparametric problem of testing the consistency of distributions was studied by Li and Yu (2015); Spohn et al. (2021) in the context of testing MCAR. However, there exist $\Sigma_{\mathbb{S}}$ that are consistent but not compatible. As a concrete example, consider the case where $d=3$, where $\mathbb{S}=\{\{1,2\},\{1,3\},\{2,3\}\}$,


Figure 1: Our framework. We relax the methodology in Berrett and Samworth (2023) and consider covariance matrices instead of full distributions. The price we pay is to create an extra ring (red area) in which we cannot detect departure from $H_{0}$ just by looking at $\Sigma_{\mathbb{S}}$ or $\sigma_{\mathbb{S}}^{2}$, the sequence of variances. For example, if the sequence of third-moment tensors were inconsistent, but $\Sigma_{\mathbb{S}}$ were compatible and $\sigma_{\mathbb{S}}^{2}$ consistent, we would not be able to reject MCAR, although $P_{\mathbb{S}}$ would be incompatible.
and where

$$
\Sigma_{i j}=\left(\begin{array}{cc}
1 & \rho_{i j} \\
\rho_{i j} & 1
\end{array}\right)
$$

with $\rho_{23}=\rho_{13}=-\rho_{12}=\rho$. Then $\Sigma_{\mathbb{S}}$ is compatible if and only if $\rho \leq 1 / 2$, even though it is always consistent.

The above example is relatively simple because any pair of variables is observed together so that the full covariance matrix can be estimated. However, we can characterise compatibility for any $\mathbb{S}$ (see Proposition 2). While the compatibility of distributions can be characterised using linear programming (e.g. Kellerer, 1984), characterising the compatibility of covariance matrices requires ideas from semi-definite programming (SDP), which studies linear optimisation problems over spectrahedra (e.g. Blekherman et al., 2012; Vandenberghe and Boyd, 1996). If $\Sigma_{\mathbb{S}}$ is consistent, compatibility is equivalent to the feasibility of a positive semi-definite matrix completion problem, where we observe a partial symmetric matrix $A=\left(a_{i j}\right)$ for positions $(i, j)$ in a certain set of edges, and aim to construct a positive semi-definite completion of $A$. This problem is extensively studied owing to its widespread applications in diverse fields such as probability, statistics, systems engineering and geophysics; see, for example, Laurent (2009) and the references therein for an introduction to the topic. Statistical questions associated with such problems are relatively under-explored, though we mention the recent work Waghmare and Panaretos (2022) that provides estimated completions of covariance operators in settings where completions always exist. A distinct but related problem that has received more attention in the statistics literature is low-rank matrix completion. In particular, significant contributions (Candès and Recht, 2009; Candès and Tao, 2010; Recht, 2011) have been made in the realm of convex optimization, where a low-rank matrix is recovered from partial observations after introducing a nuclear norm penalty. In our work we make no low-rank assumptions and our main interest is in answering
the question of whether or not a positive semi-definite completion exists.
We now briefly outline our main contributions. In Section 2 we define a numerical measure $R\left(\Sigma_{\mathbb{S}}\right)$ of the incompatibility of a sequence of correlation matrices $\Sigma_{\mathbb{S}}$ and establish some key properties, including an interpretable and useful dual representation (Proposition 3). We then combine this index of incompatibility with a measure $V\left(\sigma_{\mathbb{S}}^{2}\right)$ of the inconsistency of variances (e.g. Proposition 5), in order to introduce a numerical measure of the incompatibility of sequences of covariance matrices. In Section 3 we turn to the empirical estimation of such indices and the introduction of data-driven testing procedures. Under the non-singularity assumption that $\Sigma_{S} \succeq c I_{S}$ for all $S \in \mathbb{S}$, we first introduce an oracle test that relies on knowledge of $c>0$ and give a result on its validity and power (Theorem 6). Next, we avoid this restriction by introducing a sample-splitting test that we prove to be valid (Proposition 8). The analysis of both tests is based on a novel concentration inequality for the spectral norm of the difference between the Pearson sample correlation matrix and its population version (Proposition 7). In Section 4 we study the performance of our oracle test in various examples and show that its separation rate is near-minimax optimal in some cases, while studying properties of the associated semi-definite programs. In Section 5 we validate our methodology in numerical experiments. Section 6 contains the proofs of our main results. The Appendix contains background and auxiliary results.

We conclude the introduction with some notation that is used throughout the paper. For $d \in \mathbb{N}$, we write $[d]:=\{1, \cdots, d\}$. Given $a, b \geq 0$, we write $a \lesssim b$ to mean that there exists a universal constant $C>0$ such that $a \leq C b$. We use $a \wedge b$ for $\min \{a, b\}$, and $a \vee b$ for $\max \{a, b\}$. We will denote with $\mathbf{0}_{d}$ the null vector of dimension $d$, with $\mathbf{1}_{d}$ the all-one vector, with $\boldsymbol{e}_{j}$ the $j$-th element of the canonical basis of $\mathbb{R}^{d}$, with $\boldsymbol{O}_{d}$ the zero matrix of dimension $d$, and with $I_{d}$ the identity matrix of dimension $d$. We will omit the subscript with the dimension $d$ when it is clear from the context. For symmetric matrices $A, B$ of dimension $d$, we write $A \succeq 0$ to mean that $A$ is positive semi-definite, write $A \succeq B$ to mean that $A-B \succeq 0$, write $\operatorname{diag}(A)$ to indicate the diagonal matrix having the same diagonal as $A$, and $\operatorname{diag}(\boldsymbol{v})$ for a vector $\boldsymbol{v}=\left(v_{1}, \ldots, v_{d}\right)$ to indicate a diagonal matrix with diagonal elements equal to $v_{i}$. We will indicate the trace of $A$ with $\operatorname{tr}(A)$, the determinant with either $|A|$ or $\operatorname{det}(A)$, and the minimum and maximum eigenvalues of $A$ with $\lambda_{\max }(A)$ and $\lambda_{\min }(A)$, respectively. We will use $\|\cdot\|_{*}$ for nuclear norm, or Schatten-1 norm of a matrix, $\|\cdot\|_{2}$ for the spectral norm, and $\|\cdot\|_{F}$ for the Frobenius norm. For random elements $X, Y$, we write $X \Perp Y$ to mean that $X$ and $Y$ are independent. For $\sigma>0$, a random variable $X$ with mean $\mu=\mathbb{E}[X]$ is said to be $\sigma$-subgaussian if

$$
\mathbb{E}\left[e^{\lambda(X-\mu)}\right] \leq e^{\sigma^{2} \lambda^{2} / 2} \quad \text { for all } \lambda \in \mathbb{R}
$$

while, for $(\nu, \alpha) \in(0, \infty)^{2}$, it is said to be $(\nu, \alpha)$-subexponential if

$$
\mathbb{E}\left[e^{\lambda(X-\mu)}\right] \leq e^{\frac{\nu^{2} \lambda^{2}}{2}} \quad \text { for all }|\lambda|<\frac{1}{\alpha}
$$

A random vector $\mathbf{X}$ in $\mathbb{R}^{n}$ is said to be $\sigma$-subgaussian if every one-dimensional projection, i.e. $v^{T} \mathbf{X}$ with $v \in \mathbb{R}^{n}$ and $\|v\|=1$, is $\sigma$-subgaussian in the sense defined above.

## 2 Measure of incompatibility for covariance matrices

In this section we develop our index of the incompatibility of population covariance matrices. We check the compatibility of covariance matrices by checking the consistency of the variances and the compatibility of the correlation matrices separately. Standardising the covariance matrices is necessary to have a well-posed problem, and we choose to work with correlation matrices because the resulting compatibility measure is more tractable. Other standardisation are possible, though, each leading to a different measure of incompatibility, with different properties. In Appendix B we introduce another measure of incompatibility based on a different standardisation, analyse its properties, and derive a test of MCAR based on its estimation from data. Here, we standardise the sequence of covariance matrices, resulting in a sequence of correlation matrices $\Sigma_{\mathbb{S}}$, introduce a measure of incompatibility for $\Sigma_{\mathbb{S}}$, and develop some of its basic properties. We then define a measure of the inconsistency of variances, and combine the two for an overall measure of the incompatibility of sequences of covariance matrices. In order to do this, we must first introduce some basic algebraic objects for sequences of symmetric and positive semi-definite matrices. Our key notation is collected in Table 1 below.

| Notation | Definition | Meaning |
| :---: | :--- | :--- |
| $\mathbb{S}$ | A subset of the power set of $[d]$ | Set of all missingness patterns |
| $\mathbb{S}_{j}$ | $\{S \in \mathbb{S}: j \in S\}$ | Set of all patterns that contain $j$ |
| $\mathbb{S}_{j j^{\prime}}$ | $\left\{S \in \mathbb{S}: j, j^{\prime} \in S\right\}$ | Set of all patterns that contain $\left(j, j^{\prime}\right)$ |
| $\mathcal{M} \equiv \mathcal{M}_{d}$ | $\left\{X \in \mathbb{R}^{d \times d}: X=X^{T}\right\}$ | Space of symmetric matrices |
| $\mathcal{M}_{\mathbb{S}}$ | $\left\{\left(X_{S}: S \in \mathbb{S}\right): X_{S} \in \mathcal{M}_{\|S\|}\right.$ for all $\left.S \in \mathbb{S}\right\}$ | Space of sequences of symmetric matrices |
| $\langle X, Y\rangle$ | $\operatorname{tr}(X Y)$ for $X, Y \in \mathcal{M}$ | Frobenius inner product |
| $\left\langle X_{\mathbb{S}}, Y_{\mathbb{S}}\right\rangle_{\mathbb{S}}$ | $\sum_{S \in \mathbb{S}} \operatorname{tr}\left(X_{S} Y_{S}\right)$ for $X_{\mathbb{S}}, Y_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$ | Sum of Frobenius inner products |
| $\mathcal{P}^{*}$ | $\{\Sigma \in \mathcal{M}: \Sigma \succeq 0\}$ | Cone of PSD matrices |
| $\mathcal{P}$ | $\left\{\Sigma \in \mathcal{P}^{*}: \operatorname{diag}(\Sigma)=I_{d}\right\}$ | Set of correlation matrices |
| $\Sigma_{\mathbb{S}} \succeq \mathbb{S} 0$ | $\Sigma_{\mathbb{S}} \succeq \mathbb{S} 0$ if and only if $\Sigma_{S} \succeq 0$ for all $S \in \mathbb{S}$ | Loewner order for sequences of matrices |
| $\mathcal{P}_{\mathbb{S}}^{*}$ | $\left\{\Sigma_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}: \Sigma_{\mathbb{S}} \succeq \mathbb{S} 0\right\}$ | Sequences of PSD matrices |
| $\mathcal{P}_{\mathbb{S}}$ | $\left\{\Sigma_{\mathbb{S}} \in \mathcal{P}_{\mathbb{S}}^{*}: \operatorname{diag}\left(\Sigma_{S}\right)=I_{\|S\|}\right.$ for all $\left.S \in \mathbb{S}\right\}$ | Sequence of correlation matrices |
| $A$ | $A: \mathcal{M} \rightarrow \mathcal{M}_{\mathbb{S}}$ with $(A X)_{S}=\left(X_{j j^{\prime}}\right)_{j, j^{\prime} \in S}$ | Marginalisation operator on matrices |
| $\mathcal{P}_{\mathbb{S}}^{0, *}$ | $\left\{A \Sigma: \Sigma \in \mathcal{P}^{*}\right\}$ | Set of compatible sequences of PSD matrices |
| $\mathcal{P}_{\mathbb{S}}^{0}$ | $\{A \Sigma: \Sigma \in \mathcal{P}\}$ | Set of compatible sequences of correlation |
| $\mathcal{Y}$ | $\left\{\operatorname{diag}(v): v \in \mathbb{R}^{d}\right.$ and $\left.\sum_{j=1}^{d} v_{j}=0\right\}$ | matrices |
| $\boldsymbol{O}_{\mathbb{S}}$ | $\left(O_{\|S\|}: S \in \mathbb{S}\right)$ | Space of diagonal matrices with null trace |
| $I_{\mathbb{S}}$ | $\left(I_{\|S\|}: S \in \mathbb{S}\right)$ | Sequence of zero matrices |

Table 1: Table of definitions commonly used in the main text.

Crucially, we say that an element of $\mathcal{P}_{\mathbb{S}}^{*}$ is compatible if and only if it is an element of $\mathcal{P}_{\mathbb{S}}^{0, *}$. In order to characterise compatibility, we first state a basic property of the linear operator $A$ defined in Table 1 above.

Proposition 1. The adjoint operator $A^{*}: \mathcal{M}_{\mathbb{S}} \rightarrow \mathcal{M}$ of $A$ is given by

$$
\left(A^{*} X_{\mathbb{S}}\right)_{j j^{\prime}}=\sum_{S \in \mathbb{S}} \mathbb{1}_{\left\{j, j^{\prime} \in S\right\}}\left(X_{S}\right)_{j j^{\prime}}=\sum_{S \in \mathbb{S}_{j j^{\prime}}}\left(X_{S}\right)_{j j^{\prime}}
$$

where we recall that $\mathbb{S}_{j j^{\prime}}=\left\{S \in \mathbb{S}: j, j^{\prime} \in S\right\}=\mathbb{S}_{j} \cap \mathbb{S}_{j^{\prime}}$.
Now, the following proposition fully characterises compatibility in terms of the non-negativity of a collection of linear functionals.

Proposition 2. For $\Sigma_{\mathbb{S}} \in \mathcal{P}_{\mathbb{S}}^{*}$ we have $\Sigma_{\mathbb{S}} \in \mathcal{P}_{\mathbb{S}}^{0, *}$ if and only if

$$
\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}} \geq 0 \quad \text { for all } X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}} \text { satisfying } A^{*} X_{\mathbb{S}} \succeq 0
$$

The proof can be found in Section 6. This is an extension of well-known characterisation of the feasibility of positive semi-definite matrix completion (e.g. Laurent, 2009). Indeed, when $\Sigma_{\mathbb{S}}$ is consistent, we can show that $\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\left\langle A^{*} X_{\mathbb{S}}, \Sigma\right\rangle$, where $\Sigma$ is the $d \times d$ symmetric matrix with $\Sigma_{j j^{\prime}}=\left(\Sigma_{S}\right)_{j j^{\prime}}$ for all $S \in \mathbb{S}_{j j^{\prime}}$, if $\mathbb{S}_{j j^{\prime}} \neq \emptyset$, and $\Sigma_{j j^{\prime}}=0$ if $\mathbb{S}_{j j^{\prime}}=\emptyset$. Here $\Sigma$ can be thought of as a partial matrix that is padded with zeros in unobserved positions. Since $A^{*} X_{\mathbb{S}}$ is also zero in these positions, the value of $\Sigma$ there is arbitrary. Now our characterisation reduces to checking that $\left\langle A^{*} X_{\mathbb{S}}, \Sigma\right\rangle \geq 0$ for all $X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$ satisfying $A^{*} X_{\mathbb{S}} \succeq 0$, which is equivalent to checking $\langle X, \Sigma\rangle \geq 0$ for all $X \in \mathcal{M}$ with $X_{j j^{\prime}}=0$ if $S_{j j^{\prime}}=\emptyset$, which coincides with (4) in Laurent (2009).

Proposition 2 provides a characterisation of compatibility, but in order to assess the significance of departures from the null hypothesis and thus to define hypothesis tests, we will need a numerical measure of incompatibility. A natural way to do this is to minimise $\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}$ over a subset of $\left\{X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}: A^{*} X_{\mathbb{S}} \succeq 0\right\}$ that still characterises compatibility, but gives finite minimal values. First, observe that checking the compatibility of covariance matrices is equivalent to checking the consistency of the variances $\sigma_{S}^{2}=\operatorname{diag}\left(\operatorname{Cov}\left(\mathbf{X}_{S} \mid \Omega=\mathbb{1}_{S}\right)\right.$ for $S \in \mathbb{S}$, and the compatibility of the correlation matrices $\operatorname{Corr}\left(\mathbf{X}_{S} \mid \Omega=\mathbb{1}_{S}\right)$ for $S \in \mathbb{S}$. Now, whenever $\Sigma_{\mathbb{S}}$ is a sequence of correlation matrices we define

$$
\begin{align*}
R\left(\Sigma_{\mathbb{S}}\right) & :=\sup \left\{-\frac{1}{d}\left\langle\Sigma_{\mathbb{S}}, X_{\mathbb{S}}\right\rangle_{\mathbb{S}}: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}}+Y \succeq 0 \text { for some } Y \in \mathcal{Y}\right\} \\
& =1-\frac{1}{d} \inf \left\{\left\langle\Sigma_{\mathbb{S}}, Y_{\mathbb{S}}\right\rangle_{\mathbb{S}}: Y_{\mathbb{S}} \succeq_{\mathbb{S}} 0, A^{*} Y_{\mathbb{S}}+Y \succeq I_{d} \text { for some } Y \in \mathcal{Y}\right\} \tag{1}
\end{align*}
$$

where $X_{\mathbb{S}}^{0}=\left(X_{S}^{0}: S \in \mathbb{S}\right)$, where $X_{S}^{0}=\operatorname{diag}\left(1 /\left|\mathbb{S}_{j}\right|: j \in S\right)$, and where $\mathcal{Y}$ is the set of diagonal $d \times d$ matrices with trace equal to zero. The objective function of this optimisation problem is a one-to-one mapping of the linear functional appearing in our characterisation of compatibility. Moreover, by choosing $Y=\boldsymbol{O}$ and noting that $X_{\mathbb{S}}^{0} \succ_{\mathbb{S}} 0$, we can see that for any $X_{\mathbb{S}}$ that satisfies $A^{*} X_{\mathbb{S}} \succeq 0$, the sequence $\epsilon X_{\mathbb{S}}$ is feasible for $\epsilon>0$ sufficiently small. Thus, by Proposition 2 we have that $R\left(\Sigma_{\mathbb{S}}\right)>0$ whenever $\Sigma_{\mathbb{S}}$ is incompatible. On the other hand, when $\Sigma_{\mathbb{S}}=A \Sigma$ is compatible and $\left(X_{\mathbb{S}}, Y\right)$ is feasible we have $\left\langle\Sigma_{\mathbb{S}}, X_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\left\langle\Sigma, A^{*} X_{\mathbb{S}}\right\rangle=\left\langle\Sigma, A^{*} X_{\mathbb{S}}+Y\right\rangle \geq 0$, where the second equality holds because $\Sigma$ has a constant diagonal. Combining this with the observation that $X_{\mathbb{S}}=\boldsymbol{O}_{\mathbb{S}}$ is feasible, we see that $R\left(\Sigma_{\mathbb{S}}\right)=0$ when $\Sigma_{\mathbb{S}}$ is compatible.

In the above argument we did not use the specific form of the lower bound $X_{\mathbb{S}} \succeq \mathbb{S}-X_{\mathbb{S}}^{0}$ anywhere, and
it would also have been possible to optimise over the restricted set of $X_{\mathbb{S}}$ that are feasible with $Y=\boldsymbol{O}$. The specific choice of the feasible set in the definition of $R\left(\Sigma_{\mathbb{S}}\right)$ was made because it leads to an interpretable dual formulation. While there exist semi-definite programs for which strong duality does not hold, Slater's condition (see Appendix C for an introduction to the theory of semi-definite programming) is satisfied in our problem, so we do not encounter such issues. This is formalised in the result below.

Proposition 3. For $\Sigma_{\mathbb{S}} \in \mathcal{P}_{\mathbb{S}}$ we have

$$
\begin{align*}
R\left(\Sigma_{\mathbb{S}}\right) & =\inf \left\{\epsilon \in[0,1]: \Sigma_{\mathbb{S}} \in(1-\epsilon) \mathcal{P}_{\mathbb{S}}^{0}+\epsilon \mathcal{P}_{\mathbb{S}}\right\} \\
& =1-\frac{1}{d} \sup \left\{\operatorname{tr}(\Sigma): A \Sigma \preceq_{\mathbb{S}} \Sigma_{\mathbb{S}}, \Sigma_{11}=\ldots=\Sigma_{d d}, \Sigma \succeq 0\right\} \tag{2}
\end{align*}
$$

This result shows that our measure of incompatibility $R\left(\Sigma_{\mathbb{S}}\right)$ can be interpreted as the smallest amount of perturbation $\epsilon$ that a compatible sequence of correlation matrices must be corrupted by to result in the input sequence $\Sigma_{\mathbb{S}}$. It is immediate from this representation that $R\left(\Sigma_{\mathbb{S}}\right)$ takes values in $[0,1]$. Moreover, it follows from Slater's condition that the optimal value of the dual problem is attained. Thus, writing $\lambda^{*}=1-R\left(\Sigma_{\mathbb{S}}\right)$, we can write $\Sigma_{\mathbb{S}}$ as

$$
\begin{equation*}
\Sigma_{\mathbb{S}}=\lambda^{*} A \Sigma+\left(1-\lambda^{*}\right) \Sigma_{\mathbb{S}}^{\prime} \tag{3}
\end{equation*}
$$

where $\Sigma \in \mathcal{P}$ and $\Sigma_{\mathbb{S}}^{\prime} \in \mathcal{P}_{\mathbb{S}}$. By the maximality of $\lambda^{*}=1-R\left(\Sigma_{\mathbb{S}}\right)$, it must be the case that $R\left(\Sigma_{\mathbb{S}}^{\prime}\right)=1$. Indeed, if this were not the case, it would be possible to write $\Sigma_{\mathbb{S}}^{\prime}=\lambda^{\prime} A \Sigma^{\prime}+\left(1-\lambda^{\prime}\right) \Sigma_{\mathbb{S}}^{\prime \prime}$ for some $\lambda^{\prime} \in(0,1]$, which would contradict the fact that $\lambda^{*}$ is optimal. This argument shows that, whenever $\mathbb{S}$ is such that there exists an incompatible sequence $\Sigma_{\mathbb{S}}$, the maximal value $R\left(\Sigma_{\mathbb{S}}\right)=1$ is attainable, so that the quantity $R\left(\Sigma_{\mathbb{S}}\right)$ is on an interpretable scale between compatibility at one extreme and maximal incompatibility at the other.

We remark that this dual interpretation of $R(\cdot)$ aligns with a similar representation of the incompatiblity of sequences of distributions defined by Berrett and Samworth (2023). In this earlier work it is shown that the incompatibility of sequences of distributions can be understood through linear programming techniques. Our work here, however, shows that we must consider the more complex problem of semi-definite programming to understand the incompatibility of sequences of covariance matrices. Despite this additional complexity, since Slater's condition is satisfied for our problem, the primal-dual interior point method has a computational complexity which is polynomial in the number of constraints and the dimension of the unknown square matrix (Section 6.4.1. of Nesterov and Nemirovskii (1994), Section 5.7. of Vandenberghe and Boyd (1996)). This ensures that $R\left(\Sigma_{\mathbb{S}}\right)$ can be always computed efficiently without additional assumptions.

We conclude with some basic properties of $R(\cdot)$.
Proposition 4. The following hold:
(i) $R(\cdot)$ is convex.
(ii) $R(\cdot)$ is continuous.
(iii) Suppose $\mathbb{S} \subseteq \mathbb{S}^{\prime}$ and $\Sigma_{\mathbb{S}} \subseteq_{\mathbb{S}} \Sigma_{\mathbb{S}^{\prime}}$, where the inclusion $\subseteq_{\mathbb{S}}$ means that every correlation matrix in $\Sigma_{\mathbb{S}}$ is also in $\Sigma_{\mathbb{S}^{\prime}}$. Then $R\left(\Sigma_{\mathbb{S}}\right) \leq R\left(\Sigma_{\mathbb{S}^{\prime}}\right)$.

It is interesting to observe that property (iii) says that $R$ is monotone with respect to the inclusion operator, so that additional information can only make a sequence less compatible.

Having established the main properties of our measures of the incompatiblity of correlation matrices, we now turn to the simpler problem of measuring the inconsistency of individual variances. There could be cases for which variances are not consistent across different patterns, but a test based on $R(\cdot)$ alone would fail to reject the null hypothesis. In order to take into account such deviations from the null, we define an analogous test statistic for the consistency of the variances. To this aim, writing $\sigma_{\mathbb{S}}^{2}=\left(\sigma_{S}^{2}: S \in \mathbb{S}\right)$ for the collection of individual variances, we fix our units of measurement such that

$$
\overline{\mathrm{a}}_{j}\left(\sigma_{\mathbb{S}}^{2}\right):=\left|\mathbb{S}_{j}\right|^{-1} \sum_{S \in \mathbb{S}_{j}} \sigma_{S, j}^{2}=1
$$

for all $j \in[d]$. This is a natural constraint, analogous to the standardisation of variables in complete-data problems, that does not remove information that may be present in the individual variances. For such $\sigma_{\mathbb{S}}^{2}$, define

$$
V\left(\sigma_{\mathbb{S}}^{2}\right):=1-\min _{j \in[d]} \min _{S \in \mathbb{S}_{j}} \sigma_{S, j}^{2}=\max _{j \in[d]} \max _{S \in \mathbb{S}_{j}}\left(1-\sigma_{S, j}^{2}\right)
$$

Under the hypothesis $\overline{\mathrm{a}}_{j}\left(\sigma_{\mathbb{S}}^{2}\right)=1$ for all $j \in[d]$, it is clear that $V\left(\sigma_{\mathbb{S}}^{2}\right)=0$ if and only if $\sigma_{S, j}^{2}=1$ for all $j \in[d], S \in \mathbb{S}_{j}$. On the other hand, we have $V\left(\sigma_{\mathbb{S}}^{2}\right)>0$, if and only if there exists at least one variance strictly less than 1 . It is clear from the definition that $V$ is bounded by one, and that this extreme value is attainable when $\mathbb{S}$ is non-trivial and there exists $j$ such $\sigma_{S, j}^{2}=0$ for some $S \in \mathbb{S}_{j}$. The following result gives a dual representation for $V\left(\sigma_{\mathbb{S}}^{2}\right)$, providing justification for our specific measure of inconsistency.

Proposition 5. If $\overline{\mathrm{a}}_{j}\left(\sigma_{\mathbb{S}}^{2}\right)=1$ for all $j \in[d]$, then

$$
V\left(\sigma_{\mathbb{S}}^{2}\right)=\inf \left\{\epsilon \in[0,1]: \sigma_{\mathbb{S}}^{2}=(1-\epsilon) A_{V} \mathbf{1}_{d}+\epsilon{\sigma^{\prime}}_{\mathbb{S}}^{2} \text { with } \overline{\operatorname{av}}_{j}\left(\sigma_{\mathbb{S}}^{\prime 2}\right)=1 \text { for all } j \in[d]\right\}
$$

where $\left(A_{V} \sigma^{2}\right)_{S}=\left(\sigma_{k}^{2}\right)_{k \in S}$.
This result gives a dual representation for $V\left(\sigma_{\mathbb{S}}^{2}\right)$, which is analogous to Proposition 3 and leads to a similar interpretation, based on the idea of finding the smallest perturbation to make the sequence consistent.

Combining our measures of the incompatibility of correlation matrices and the inconsistency of variances, we define an overall measure of the incompatibility of sequences of covariance matrices by

$$
T=R\left(\Sigma_{\mathbb{S}}\right)+V\left(\sigma_{\mathbb{S}}^{2}\right)
$$

It is easy to see that $T=0$ if and only if the sequence of correlation matrices $\Sigma_{\mathbb{S}}$ is compatible and the sequence of variances $\sigma_{\mathbb{S}}^{2}$ is consistent, and that $T \leq 2$.

## 3 Statistical tests

Having introduced our population-level measure of incompatibility, in this section we design a testing procedure based on the estimation of $T$ to test compatibility with finite amounts of data. For each $S \in \mathbb{S}$ we
assume that we have access to an independent sample

$$
X_{S, 1}, \ldots, X_{S, n_{S}} \stackrel{\text { i.i.d. }}{\sim} P_{S}
$$

for some sample size $n_{S}$ and some distribution $P_{S}$ with correlation matrix $\Sigma_{S}$ and vector of variances $\sigma_{S}^{2}$. We write $\widehat{\Sigma}_{S}$ and $\widehat{\sigma}_{S}^{2}$ for the sample correlation matrix and sample variances, respectively, of $X_{S, 1}, \ldots, X_{S, n_{S}}$ for each $S \in \mathbb{S}$, and write $\widehat{\Sigma}_{\mathbb{S}}=\left(\widehat{\Sigma}_{S}: S \in \mathbb{S}\right)$ and $\widehat{\sigma}_{\mathbb{S}}^{2}=\left(\widehat{\sigma}_{S}^{2}: S \in \mathbb{S}\right)$ for the sequences collecting these estimators. Our approach is based on analysing the concentration properties of the plug-in estimates $R\left(\widehat{\Sigma}_{\mathbb{S}}\right)$ and $V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)$ and thus introducing suitable critical values. The analysis of $R\left(\widehat{\Sigma}_{\mathbb{S}}\right)$, in particular, is challenging, as it is defined as the optimal value of a semi-definite program with an unbounded feasible set. In fact, without further assumptions, it is not possible to restrict attention to a compact feasible set. On the other hand, most statistical techniques for the analysis of suprema of empirical processes require feasible sets to be totally bounded so that, for example, covering arguments can be applied.

Fortunately, under the assumption that $\Sigma_{\mathbb{S}} \succ_{\mathbb{S}} 0$, our dual problem (2) is strictly feasible and hence Slater's condition implies that the optimal value is attained in the primal problem (1). This assumption is reasonable in many areas of application, and similar assumptions of invertibility have been used frequently in the literature (Meinshausen and Bühlmann, 2006; Cai et al., 2011). In fact, if we assume the stronger condition that $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}$ for some $c>0$, we will see that the optimal value is always attained in a compact set whose size depends on $c$. Indeed, the strict feasibility of the dual problem (2) implies that there exists $X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$ such that $X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0$ and $R\left(\Sigma_{\mathbb{S}}\right)=-d^{-1}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}$. This in turn implies that

$$
\sum_{S \in \mathbb{S}}\left\|X_{S}+X_{S}^{0}\right\|_{*}=\left\langle X_{\mathbb{S}}+X_{\mathbb{S}}^{0}, I_{\mathbb{S}}\right\rangle_{\mathbb{S}} \leq \frac{1}{c}\left\langle X_{\mathbb{S}}+X_{\mathbb{S}}^{0}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\frac{d}{c}\left\{1-R\left(\Sigma_{\mathbb{S}}\right)\right\} \leq \frac{d}{c}
$$

so that we have a bound on the sum of the nuclear norms of the matrices in the sequence $X_{\mathbb{S}}+X_{\mathbb{S}}^{0}$. In finding the optimal value of the primal problem (1), then, we may restrict attention to

$$
\begin{equation*}
\mathcal{F}_{c}:=\left\{X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, \sum_{S \in \mathbb{S}}\left\|X_{S}+X_{S}^{0}\right\|_{*} \leq d / c, A^{*} X_{\mathbb{S}}+Y \succeq 0 \text { for some } Y \in \mathcal{Y}\right\} \tag{4}
\end{equation*}
$$

which is compact.
Before moving on to describe how to construct a statistical test under this new assumption, we give a brief discussion of the norm on $\mathcal{M}_{\mathbb{S}}$ defined by

$$
\left\|X_{\mathbb{S}}\right\|_{*, \mathbb{S}}:=\sum_{S \in \mathbb{S}}\left\|X_{S}\right\|_{*}
$$

which reduces to $\sum_{S \in \mathbb{S}} \operatorname{tr}\left(X_{S}\right)$ in case that $X_{\mathbb{S}} \succeq_{\mathbb{S}} 0$. For each $S \in \mathbb{S}$, the nuclear norm $\left\|X_{S}\right\|_{*}$ can be thought of as the $\ell_{1}$ norm applied to the eigenvalues of $X_{S}$. As these are then summed to give $\left\|X_{\mathbb{S}}\right\|_{*, \mathbb{S}}$, we see that $\|\cdot\|_{*, \mathbb{S}}$ can be thought of as an $\ell_{1}$ norm on $\mathcal{M}_{\mathbb{S}}$. It is easy to see that the dual norm of $\|\cdot\|_{*, \mathbb{S}}$ with respect to the inner product $\langle\cdot, \cdot\rangle_{\mathbb{S}}$ is

$$
\left\|X_{\mathbb{S}}\right\|_{2, \mathbb{S}}:=\max _{S \in \mathbb{S}}\left\|X_{S}\right\|_{2}
$$

where $\|\cdot\|_{2}$ is the usual spectral norm of a matrix. This follows after writing the sequence of matrices in
block-diagonal form, and allows us to derive the following generalisation of Holder's inequality in the space of matrix sequences,

$$
\begin{equation*}
\left|\left\langle X_{\mathbb{S}}, Y_{\mathbb{S}}\right\rangle_{\mathbb{S}}\right| \leq\left\|X_{\mathbb{S}}\right\|_{*, \mathbb{S}}\left\|Y_{\mathbb{S}}\right\|_{2, \mathbb{S}}=\sum_{S \in \mathbb{S}}\left\|Y_{S}\right\|_{*} \cdot \max _{S \in \mathbb{S}}\left\|X_{S}\right\|_{2} \tag{5}
\end{equation*}
$$

This inequality will be used in the proof of the following result, which provides valid critical values for the test statistic $\widehat{T}=R\left(\widehat{\Sigma}_{\mathbb{S}}\right)+V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)$ and gives conditions under which the resulting test has large power.

Theorem 6. Suppose we observe $\mathbf{X}_{S, 1}, \ldots, \mathbf{X}_{S, n_{S}} \stackrel{i . i . d .}{\sim} P_{S}$ for each $S \in \mathbb{S}$ independently, where each $P_{S}$ is $\nu$-subgaussian, with the sequence of variances $\sigma_{\mathbb{S}}^{2}$ satisfying $\overline{\mathrm{av}}_{j}\left(\sigma_{\mathbb{S}}^{2}\right)=1$ for all $j \in[d]$, and the sequence of population correlation matrices $\Sigma_{\mathbb{S}}$ satisfying $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}$ for $c>0$. Define $C_{\alpha}=\max \left\{C_{\alpha}^{(R)}, C_{\alpha}^{(V)}\right\}$, with

$$
C_{\alpha}^{(V)}=C_{0} \nu^{2} \sqrt{\frac{\log \left(\sum_{j \in[d]}\left|\mathbb{S}_{j}\right| / \alpha\right)}{\min _{S \in \mathbb{S}} n_{S}}}
$$

and

$$
\begin{aligned}
& C_{\alpha}^{(R)}=\frac{1}{c} \max _{S \in \mathbb{S}}\left\{C_{1} \frac{\nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}} \vee \frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}+C_{2} \frac{\nu^{4}}{\sigma_{\min }^{4}} \sqrt{\frac{|S| \log (|S||\mathbb{S}| / \alpha)}{n_{S}}}\right. \\
&\left.+C_{3} \frac{\nu^{4}}{\sigma_{\min }^{4}}\left(\sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}} \vee \frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}\right) \sqrt{\frac{|S| \log (|S| / \alpha)}{n_{S}}}\right\}
\end{aligned}
$$

for universal constants $C_{0}, C_{1}, C_{2}, C_{3}>0$. Then, for $C_{0}, C_{1}, C_{2}, C_{3}$ and universal constant $K>0$ chosen sufficiently large, for all $\alpha \in(0,1)$ such that $\sigma_{\min }^{4} n \geq K \nu^{4} \log \left(\max _{S \in \mathbb{S}}|S| / \alpha\right)$, the test that rejects $H_{0}$ if and only if $\widehat{T}=R\left(\widehat{\Sigma}_{\mathbb{S}}\right)+V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha}$ has Type I error bounded by $\alpha$. Moreover, for $\beta \in(0,1)$ such that $\sigma_{\min }^{4} n \geq K \nu^{4} \log \left(\max _{S \in \mathbb{S}}|S| / \beta\right)$, if $T>C_{\alpha}+C_{\beta}$, then $\mathbb{P}\left(\widehat{T} \leq C_{\alpha}\right) \leq \beta$.

In proving this result we give concentration inequalities for the random quantities $R\left(\widehat{\Sigma}_{\mathbb{S}}\right)$ and $V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)$. The analysis of $R\left(\widehat{\Sigma}_{\mathbb{S}}\right)$ is crucially based on the fact that, under $H_{0}$ and in light of the inequality (5), we can control the oscillation $\left|R\left(\widehat{\Sigma}_{\mathbb{S}}\right)-R\left(\Sigma_{\mathbb{S}}\right)\right|$ using $\max _{S \in \mathbb{S}}\left\|\widehat{\Sigma}_{S}-\Sigma_{S}\right\|_{2}$, where the $\Sigma_{S}$ are the Pearson population correlation matrices and $\widehat{\Sigma}_{S}$ are the corresponding Pearson sample correlation matrices. To this end, we derive the following tail bound for the spectral norm $\|\widehat{P}-P\|_{2}$, where $P$ is the population correlation matrix and $\widehat{P}$ is the sample correlation matrix of complete data, which may be of independent interest.

Proposition 7. Suppose we observe an i.i.d sample $\mathbf{X}_{1}, \cdots, \mathbf{X}_{n} \sim \mathbf{X}$, where $\mathbf{X}$ is a $\nu$-subgaussian random vector in $\mathbb{R}^{d}$, and let $\Sigma$ and $\widehat{\Sigma}$ be the population and sample covariance matrices, respectively. Let $P=$ $D^{-1 / 2} \Sigma D^{-1 / 2}$ be the population correlation matrix, where $D=\operatorname{diag}(\Sigma)$, and $\widehat{P}=\widehat{D}^{-1 / 2} \widehat{\Sigma} \widehat{D}^{-1 / 2}$ be the sample correlation matrix, where $\widehat{D}=\operatorname{diag}(\widehat{\Sigma})$. Then, there exist universal constants $C_{1}, C_{2}, C_{3}, K>0$ such that, for every $t \in[0,1]$ such that $\sigma_{\min }^{4} n \geq K \nu^{4} \log (d / t)$ we have

$$
\begin{aligned}
\|\widehat{P}-P\|_{2} \leq C_{1} & \frac{\nu^{2}}{\sigma_{\min }^{2}}\left(\sqrt{\frac{d+\log (1 / t)}{n}} \vee \frac{d+\log (1 / t)}{n}\right)+C_{2} \frac{\nu^{4}}{\sigma_{\min }^{4}} \sqrt{\frac{d \log (d / t)}{n}} \\
& +C_{3} \frac{\nu^{4}}{\sigma_{\min }^{4}}\left(\sqrt{\frac{d+\log (1 / t)}{n}} \vee \frac{d+\log (1 / t)}{n}\right) \sqrt{\frac{d \log (d / t)}{n}}
\end{aligned}
$$

with probability $\geq 1-t$, where $\sigma_{\min }^{2}:=\min _{j \in[d]} \Sigma_{j j}$.
First, observe that the dependence on $1 / \sigma_{\min }^{2}$ is reasonable, as the smaller the minimum variance the more problematic the normalisation matrix $D^{-1 / 2}$. Fortunately, since we work under the assumption that $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}$, we have that $\sigma_{\min }^{2} \geq c$ when we apply this result. Second, observe that if $t>2 \exp \{-n+2 d \log 3\}$, i.e. $n \gtrsim d$, the subgaussian regime prevails, and we obtain that

$$
\|\widehat{P}-P\|_{2} \lesssim \sqrt{\frac{d \log d}{n}}
$$

in probability. Similar rates, with logarithmic factors, were found in high-dimensional covariance matrix estimation with missing observations (Lounici, 2014), sample covariance matrix estimator of reduced effective rank population matrices (Bunea and Xiao, 2015), concentration of the adjacency matrix and of the Laplacian in random graphs (Oliveira, 2010), and in the statistical analysis of latent generalized correlation matrix estimation in transelliptical distribution (Han and Liu, 2017). In particular, using the additional assumption that the data is generated according to a transelliptical distribution, Han and Liu (2017) gave an estimator $\widehat{K}$ based on Kendall's tau and proved that

$$
\|\widehat{K}-P\|_{2} \lesssim \sqrt{\frac{r(P) \log (d)}{n}}
$$

where $r(P):=\operatorname{tr}(P) /\|P\|_{2}$ is the effective dimension of $P$. This is analogous to the bound given in Proposition 7 , where we have an extra factor of $\nu^{2} / \sigma_{\min }^{2}$, which can be interpreted as the condition number and might lead to a suboptimal bound when it is large, and the ambient dimension $d$ in place of the intrinsic dimension $r(P)$. This would improve the bound sensibly in the case of an approximately low-rank correlation matrix, but in the worst case the bounds have the same rates.

As well as providing a critical value for our test, Theorem 6 also gives upper bounds on the minimax separation rate for this testing problem. When $c>0$ and $\nu>0$ are fixed, our analysis gives an upper bound on the minimax rate of the order

$$
2 C_{1 / 4} \lesssim \max _{S \in \mathbb{S}} \sqrt{\frac{|S| \log (|S||\mathbb{S}|)}{n_{S}}}
$$

whenever $n_{S} \gtrsim|S|$ for all $S \in \mathbb{S}$. This is our main regime of interest, and we see in our examples in Section 4 below that reliable testing is only possible when sample sizes are large compared with dimensions, up to logarithmic factors.

We now illustrate the behaviour of this bound in certain examples where the expression for $C_{\alpha}$ can be simplified. The corresponding upper bounds on the minimax separation rate will be complemented by lower bounds in Section 4 to follow.

Example 1. In the $d$-cycle example, with $d \geq 3$ and $\mathbb{S}=\{\{1,2\},\{2,3\}, \ldots,\{d-1, d\},\{d, 1\}\}$, we have $|S|=2$ for all $S \in \mathbb{S}$ and $|\mathbb{S}|=d$ so that

$$
C_{\alpha} \lesssim \max _{S \in \mathbb{S}} \sqrt{\frac{\log (d / \alpha)}{n_{S}}}=\sqrt{\frac{\log (d / \alpha)}{\min _{S \in \mathbb{S}} n_{S}}}
$$

If $n_{S}=n$ for all $S \in \mathbb{S}$, this reduces to

$$
C_{\alpha} \lesssim \sqrt{\frac{\log (d / \alpha)}{n}}
$$

and by considering the sub-problem of testing the consistency of variances, we will see in Theorem 9 that this upper bound is optimal in this case. Our results reveal that, in this specific example, testing compatibility is no harder than testing consistency, up to constant factors.

Example 2. Consider the block-3-cycle $\mathbb{S}=\{[2 d],[d] \cup([3 d] \backslash[2 d]),[3 d] \backslash[d]\}$, with $d \geq 1$. Then

$$
C_{\alpha} \lesssim \max _{S \in \mathbb{S}} \sqrt{\frac{d \log (d / \alpha)}{n_{S}}}=\sqrt{\frac{d \log (d / \alpha)}{\min _{S \in \mathbb{S}} n_{S}}}
$$

As before, if $n_{S}=n$ for all $S \in \mathbb{S}$, this reduces to

$$
C_{\alpha} \lesssim \sqrt{\frac{d \log (d / \alpha)}{n}}
$$

We prove the minimax optimality, up to logarithmic factors, of this rate in Theorem 14. In particular, this shows that the optimal separation rates for this testing problem are not signficantly faster than the optimal rates for the estimation of $\Sigma_{\mathbb{S}}$ with operator norm loss.

Example 3. Consider the example $\mathbb{S}=\left\{S_{(-1)}, \cdots, S_{(-d)}\right\}$, with $d \geq 2$, where $S_{(-i)}=\{1, \ldots, i-1, i+$ $1, \ldots, d\}$. This corresponds to the setting where all observations have a single missing value. In this case, $\left|S_{(-i)}\right|=d-1$, and $|\mathbb{S}|=d$, so that

$$
C_{\alpha} \lesssim \max _{S \in \mathbb{S}} \sqrt{\frac{d \log (d / \alpha)}{n_{S}}}=\sqrt{\frac{d \log (d / \alpha)}{\min _{S \in \mathbb{S}} n_{S}}}
$$

The test we developed in Theorem 6 depends on the unknown quantity $c>0$, which quantifies the level of positive-definiteness of $\Sigma_{\mathbb{S}}$ by requiring $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}$. As a result, the practical implementation of this method would be difficult. In the remainder of this section we relax this assumption using the well-known technique of sample splitting (e.g. Cox, 1975; Moran, 1973) to calculate a critical value that depends on the data. We randomly divide the data into two non-overlapping sets, $\mathcal{X}_{1}$ and $\mathcal{X}_{2}$, and then perform the so-called two steps of hunting and testing: sample $\mathcal{X}_{1}$ is used to select a test statistic from a large class of potential test statistics, which is then applied to $\mathcal{X}_{2}$ to produce the final test statistic. This has the advantage of being easier to calibrate, due to the fact that $\mathcal{X}_{1} \Perp \mathcal{X}_{2}$. This approach has been used for a variety of problems, such as testing the location of multiple samples (Cox, 1975), constructing conformal prediction intervals (Lei et al., 2018; Solari and Djordjilović, 2022), goodness-of-fit testing (Janková et al., 2020), conditional mean independence testing (Scheidegger et al., 2022; Lundborg et al., 2022), and conducting inference that is agnostic to the asymptotic regime (Kim and Ramdas, 2024).

In our problem we use sample splitting as follows. Using the data in $\mathcal{X}_{1}$ we form the sample correlation matrices $\widehat{\Sigma}_{\mathbb{S}}^{(1)}$ then calculate the value of our incompatibility index $R\left(\widehat{\Sigma}_{\mathbb{S}}^{(1)}\right)$ and retain the optimal primal solution $\widehat{X}_{\mathbb{S}}^{(1)}$, which satisfies $R\left(\widehat{\Sigma}_{\mathbb{S}}^{(1)}\right)=-d^{-1}\left\langle\widehat{X}_{\mathbb{S}}^{(1)}, \widehat{\Sigma}_{\mathbb{S}}^{(1)}\right\rangle_{\mathbb{S}}$. Now, using the data in $\mathcal{X}_{2}$ we form the sample
correlation matrices $\widehat{\Sigma}_{\mathbb{S}}^{(2)}$ and calculate the statistic

$$
\widehat{R}_{2}:=-\frac{1}{d}\left\langle\widehat{X}_{\mathbb{S}}^{(1)}, \widehat{\Sigma}_{\mathbb{S}}^{(2)}\right\rangle_{\mathbb{S}}
$$

We then take our final test statistic to be $V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)+\widehat{R}_{2}$, where $\widehat{\sigma}_{\mathbb{S}}^{2}$ is calculated using the entire sample. Analytically, the advantage of using this approach is that the statistic $\widehat{R}_{2}$ is much easier to understand than the statistic $R\left(\widehat{\Sigma}_{\mathbb{S}}\right)$ used for the oracle test above. Indeed, the independence of $\widehat{X}_{\mathbb{S}}^{(1)}$ and $\widehat{\Sigma}_{\mathbb{S}}^{(2)}$ means that it is enough to give concentration inequalities for linear functionals of $\widehat{\Sigma}_{\mathbb{S}}^{(2)}$, rather than for the supremum $R\left(\widehat{\Sigma}_{\mathbb{S}}\right)$ over a class of linear functionals. The following result introduces a critical value for this test statistic, which is proved to result in a valid test.
Proposition 8. Suppose we observe $\mathbf{X}_{S, 1}, \ldots, \mathbf{X}_{S, n_{S}} \stackrel{i . i . d .}{\sim} P_{S}$ for each $S \in \mathbb{S}$ independently, where each $P_{S}$ is $\nu$-subgaussian, with the sequence of variances $\sigma_{\mathbb{S}}^{2}$ satisfying $\overline{\mathrm{av}}_{j}\left(\sigma_{\mathbb{S}}^{2}\right)=1$ for all $j \in[d]$, and the sequence of population correlation matrices $\Sigma_{\mathbb{S}}$ satisfying $\Sigma_{\mathbb{S}} \succ_{\mathbb{S}} 0$. Define $C_{\alpha}\left(\mathcal{X}_{1}\right)=\max \left\{C_{\alpha}^{(R)}\left(\mathcal{X}_{1}\right), C_{\alpha}^{(V)}\right\}$, with

$$
C_{\alpha}^{(V)}=C_{0} \nu^{2} \sqrt{\frac{\log \left(\sum_{j \in[d]}\left|\mathbb{S}_{j}\right| / \alpha\right)}{\min _{S \in \mathbb{S}} n_{S}}}
$$

and

$$
\begin{aligned}
C_{\alpha}^{(R)}\left(\mathcal{X}_{1}\right)=\frac{\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}}}{d} \max _{S \in \mathbb{S}}\left\{C_{1}\right. & \frac{\nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}} \vee \frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}+C_{2} \frac{\nu^{4}}{\sigma_{\min }^{4}} \sqrt{\frac{|S| \log (|S||\mathbb{S}| / \alpha)}{n_{S}}} \\
& \left.+C_{3} \frac{\nu^{4}}{\sigma_{\min }^{4}}\left(\sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}} \vee \frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}\right) \sqrt{\frac{|S| \log (|S| / \alpha)}{n_{S}}}\right\},
\end{aligned}
$$

for some universal constants $C_{0}, C_{1}, C_{2}, C_{3}>0$. Then, for $C_{0}, C_{1}, C_{2}, C_{3}$ and universal constant $K>0$ chosen sufficiently large, for all $\alpha \in(0,1)$ such that $\sigma_{\min }^{4} n \geq K \nu^{4} \log \left(\max _{S \in \mathbb{S}}|S| / \alpha\right)$, the test that rejects $H_{0}$ if and only if $V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)+\widehat{R}_{2} \geq C_{\alpha}\left(\mathcal{X}_{1}\right)$ has Type I error bounded by $\alpha$.

This test gives a random threshold $C_{\alpha}\left(\mathcal{X}_{1}\right)$ which does not depend on $c$, and it is of the order of

$$
C_{\alpha}\left(\mathcal{X}_{1}\right) \lesssim \frac{\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}}}{d} \max _{S \in \mathbb{S}} \sqrt{\frac{|S| \log (|S||\mathbb{S}| / \alpha)}{n_{S}}}
$$

whenever $C_{\alpha}^{(R)} \geq C_{\alpha}^{(V)}$. Comparing this to the critical value used for the oracle test of Theorem 6 , observe that $\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}} / d$ takes the place of $1 / c$. In this regard, notice that for $X_{\mathbb{S}} \in \mathcal{F}_{c}$ we have

$$
\frac{\left\|X_{\mathbb{S}}+X_{\mathbb{S}}^{0}\right\|_{*, \mathbb{S}}}{d} \leq \frac{1}{c}
$$

by definition of $\mathcal{F}_{c}$. This provides some justification for thinking of $\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}} / d$ as an estimated lower bound on $1 / c$ without the need of estimating the spectrum of the $\Sigma_{S}$.

To conclude, we should point out that these procedures suffer from the problem of replicability, due to the fact that $C_{\alpha}\left(\mathcal{X}_{1}\right)$ is random, implying that, for example, splitting the data in two different ways could
potentially lead to contradictory conclusions. Moreover, it is likely that splitting the sample reduces the power of our tests, since we are not making full use of the information in the data. These issues were tackled in Guo and Shah (2023), where rank-transformed subsampling was introduced to increase the power of $k$-fold sample splitting.

## 4 Optimality and examples

In this section, we assess the optimality of the oracle test given in Theorem 6, under the settings of Examples 1 and 2, i.e. when $\mathbb{S}=\{\{1,2\},\{2,3\}, \ldots,\{d-1, d\},\{d, 1\}\}$, the $d$-cycle, and when $\mathbb{S}=\{[2 d],[d] \cup([3 d] \backslash$ $[2 d]),[3 d] \backslash[d]\}$, the block 3-cycle. These collections $\mathbb{S}$ provide examples where our methodology is provably near rate-optimal. For a given dimension $d$, these two examples further demonstrate the range of optimal rates that can arise for different collections $\mathbb{S}$. Assuming for simplicity that $n_{S}=n$ for all $S \in \mathbb{S}$, we will see that the optimal rate in the $d$-cycle case is $\{\log (d) / n\}^{1 / 2}$, while for the block 3 -cycle it is $(d / n)^{1 / 2}$ up to logarithmic factors. Together, these results show that the structure of $\mathbb{S}$ can have a significant effect on the difficulty of the problem.

We will characterise the optimality of a testing procedure using the minimax framework, where we aim at finding the smallest separation between the null and the alternative hypotheses such that there exists a test that can distinguish between $H_{0}$ and $H_{1}$ up to a given level of error. More precisely, given $\rho>0$, we are interested in testing

$$
H_{0}: R\left(\Sigma_{\mathbb{S}}\right)+V\left(\sigma_{\mathbb{S}}^{2}\right)=0 \quad \text { vs. } \quad H_{1}: R\left(\Sigma_{\mathbb{S}}\right)+V\left(\sigma_{\mathbb{S}}^{2}\right)>\rho
$$

and our goal is to find the smallest value of $\rho$ such that there exists a test with uniform error control. Write $\Psi \equiv \Psi_{\mathbb{S}}\left(n_{\mathbb{S}}\right)$ for the set of all tests, that is measurable functions of the data ( $X_{S, i}: S \in \mathbb{S}, i \in\left[n_{S}\right]$ ) taking values in $\{0,1\}$. Write $\mathcal{P}_{\mathbb{S}}(0)$ for the set of all sequences of distributions on $\left(\mathbb{R}^{S}: S \in \mathbb{S}\right)$ such that the associated correlation matrices and variances satisfy $R\left(\Sigma_{\mathbb{S}}\right)+V\left(\sigma_{\mathbb{S}}^{2}\right)=0$, and write $\mathcal{P}_{\mathbb{S}}(\rho)$ for the set of all sequences of distributions on $\left(\mathbb{R}^{S}: S \in \mathbb{S}\right)$ such that the associated correlation matrices and variances satisfy $R\left(\Sigma_{\mathbb{S}}\right)+V\left(\sigma_{\mathbb{S}}^{2}\right)>\rho$. Given a sequence of distributions $P_{\mathbb{S}}=\left(P_{S}: S \in \mathbb{S}\right)$ on $\left(\mathbb{R}^{S}: S \in \mathbb{S}\right)$ and a sequence of sample sizes $n_{\mathbb{S}}=\left(n_{S}: S \in \mathbb{S}\right)$, we write $P_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}$ for the distribution of the entire dataset $\left(X_{S, i}: S \in \mathbb{S}, i \in\left[n_{S}\right]\right)$ when each observation is independent and $X_{S, i} \sim P_{S}$ for each $i \in\left[n_{S}\right]$ and $S \in \mathbb{S}$. For a fixed $\eta \in(0,1)$ we may then define the minimax separation to be

$$
\rho^{*} \equiv \rho_{\mathbb{S}}^{*}\left(n_{\mathbb{S}}, \eta\right):=\inf \left\{\rho>0: \inf _{\varphi \in \Psi}\left(\sup _{P_{\mathbb{S}, 0} \in \mathcal{P}_{\mathbb{S}}(0)} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}(\varphi=1)+\sup _{P_{\mathbb{S}}, 1 \in \mathcal{P}_{\mathbb{S}}(\rho)} P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}(\varphi=0)\right) \leq \eta\right\}
$$

In our analysis we take $\eta=3 / 4$, but this is an arbitrary choice and any constant value in $(0,1)$ would result in the same qualitative behaviour. In common with previous work on minimax testing, we prove lower bounds on $\rho^{*}$ by constructing suitable (prior) distributions $\mu_{0}, \mu_{1}$ whose support is contained in $\mathcal{P}_{\mathbb{S}}(0), \mathcal{P}_{\mathbb{S}}(\rho)$, respectively. In our proofs it will be sufficient to consider mean-zero Gaussian distributions with suitable priors over their covariance matrices. Having chosen these priors we can bound the minimal error probability
by writing

$$
\begin{aligned}
\sup _{P_{\mathbb{S}, 0} \in \mathcal{P}_{\mathbb{S}}(0)} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}(\varphi=1)+\sup _{P_{\mathbb{S}, 1} \in \mathcal{P}_{\mathbb{S}}(\rho)} P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}(\varphi=0) & \geq \mathbb{E}_{\mu_{0}} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}(\varphi=1)+\mathbb{E}_{\mu_{1}} P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}(\varphi=0) \\
& \geq 1-\mathrm{TV}\left(\mathbb{E}_{\mu_{0}} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}, \mathbb{E}_{\mu_{1}} P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}\right)
\end{aligned}
$$

where $\mathbb{E}_{\mu_{i}} P_{\mathbb{S}, i}^{\otimes n_{\mathbb{S}}}$ denotes the mixture distribution of the dataset resulting from generating $P_{\mathbb{S}, i} \sim \mu_{i}$ then, conditionally on $P_{\mathbb{S}, i}$, generating the data. Then, the idea behind this method of finding a lower bound on $\rho^{*}$ is to find priors $\mu_{0}, \mu_{1}$ with the largest separation possible such that no test can successfully distinguish between $\mathbb{E}_{\mu_{0}} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}$ and $\mathbb{E}_{\mu_{1}} P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}$.

### 4.1 Cycles



Figure 2: Graph associated to the $d$-cycle $\mathbb{S}_{d}=\{\{1,2\}, \ldots,\{d, 1\}\}$.
Recall that we refer to $\mathbb{S}$ as a $d$-cycle when $\mathbb{S}=\mathbb{S}_{d}:=\{\{1,2\}, \ldots,\{d, 1\}\}$. This can be illustrated by Figure 2, where an edge in the graph represents an element of $\mathbb{S}$, so that two nodes are connected if and only if the corresponding variables are simultaneously observed. In this subsection, additions in subscripts of the form $(j, j+1)$ for $j \in[d]$ are intended modulo $d$, where $d$ in the size of the cycle, so that $(0,1)$ and $(d, d+1)$ are equivalent to $(d, 1)$. Our main statistical result in this subsection is following minimax lower bound.

Theorem 9. Let $\mathbb{S}=\mathbb{S}_{d}$ for $d \geq 3$, with sample sizes $n_{\mathbb{S}}=\left(n_{1}, \ldots, n_{d}\right)$. There exists a universal constant $c_{1}>0$ such that

$$
\rho^{*} \geq c_{1} \sqrt{\frac{\log d}{\min _{j \in[d]} n_{j}}}
$$

This result shows that the power guarantees for the oracle test given in Theorem 6 are optimal up to constants, in the case of a $d$-cycle. Combined with this upper bound, our construction of the prior distributions $\mu_{0}, \mu_{1}$ in the proof of Theorem 9 shows that testing the consistency of the variances $\sigma_{\mathbb{S}}^{2}$, i.e. testing $H_{0, j}: \sigma_{\{j-1, j\}, j}^{2}=\sigma_{\{j, j+1\}, j}^{2}$ for each $j=1, \ldots, d$, captures the essential statistical difficulty of the problem.

In the remainder of this subsection we explore the properties of $R(\cdot)$ in the cycle example. In particular, we provide explicit expression in simple cases, we discuss the meaning of maximal incompatibility and we
prove a result showing that $R(\cdot)$ is bounded below by the maxima of suitable linear functions if $\Sigma_{\mathbb{S}_{d}}$ is not too singular. Here we write $\Sigma_{\mathbb{S}_{d}}:=\left(\Sigma_{\{1,2\}}, \cdots, \Sigma_{\{d, 1\}}\right)$ for a sequence of $2 \times 2$ correlation matrices with

$$
\Sigma_{j, j+1}=\left(\begin{array}{cc}
1 & \rho_{j, j+1} \\
\rho_{j, j+1} & 1
\end{array}\right)
$$

Our next result shows that singular matrices can be removed from $\Sigma_{\mathbb{S}_{d}}$ when $d \geq 4$, without affecting the value of $R(\cdot)$, reducing the length of the cycle.

Proposition 10. Fix $d \geq 3$ and $k \geq 1$. Let $\Sigma_{\mathbb{S}_{d+k}}$ be $a(d+k)$-cycle with correlations $\left(\rho_{\{1,2\}}, \ldots, \rho_{\{d+k, 1\}}\right)$ such that $\left|\rho_{j, j+1}\right|=1$ for all $j \in\{d+1, \cdots, d+k\}$ and let $\Sigma_{\mathbb{S}_{d}}$ represent a d-cycle with correlations $\left(\bar{\rho}_{\{1,2\}}, \ldots, \bar{\rho}_{\{d, 1\}}\right)$ such that $\bar{\rho}_{j, j+1}=\rho_{j, j+1}$, for all $j \in[d-1]$ and

$$
\left\{\begin{array}{l}
\bar{\rho}_{d, 1}=\rho_{d, d+1} \text { if } \prod_{j=d+1}^{d+k} \rho_{j, j+1}=1 \\
\bar{\rho}_{d, 1}=-\rho_{d, d+1} \text { if } \prod_{j=d+1}^{d+k} \rho_{j, j+1}=-1
\end{array}\right.
$$

Then we have $R\left(\Sigma_{\mathbb{S}_{d+k}}\right)=R\left(\Sigma_{\mathbb{S}_{d}}\right)$.
This reduction applies when the correlations associated to an edge belonging to the path from node $d+1$ to node 1 are either +1 or -1 . In this setting, we are allowed to identify node 1 with node $d+1$ in such a way that the incompatibility measure of the red $d$-cycle $\Sigma_{\mathbb{S}_{d}}$ in Figure 3 is the same as the one of the original $(d+k)$-cycle $\Sigma_{\mathbb{S}_{d+k}}$. This is to be expected, as $\rho_{j, j+1}= \pm 1$ means that variables $j$ and $j+1$ can be identified, up to change in scale, and the dimensionality of the problem can be reduced. Clearly, this result is invariant under cyclic permutations of the nodes' labels.


Figure 3: Illustration of Proposition 10. All the correlations associated to an edge belonging to the path from node $d+1$ to node 1 are either +1 or -1 , and are such that $\prod_{i=d+1}^{d+k} \rho_{i, i+1}= \pm 1$. The new $d$-cycle $\Sigma_{\mathbb{S}_{d}}$ in red has the same correlations as the $(d+k)$-cycle $\Sigma_{\mathbb{S}_{d+k}}$, except for $\bar{\rho}_{d, 1}$ corresponding to the new edge $\{1, d\}$, which is equal to $\pm \rho_{d, d+1}$.

We now give some explicit expressions for $R(\cdot)$ in special cases and discuss a case for which $R\left(\Sigma_{\mathbb{S}}\right)=$

1, meaning that $\Sigma_{\mathbb{S}}$ is maximally incompatible. It will be convenient for the rest of the subsection to reparametrise the correlations as $\rho_{j}=\cos \theta_{j}$, with $\theta_{j} \in[0, \pi]$.

Example 4. If there are $\theta_{1}, \theta_{2} \in[0, \pi]$ such that $\theta_{1} \geq \theta_{2}$ and

$$
\Sigma_{\mathbb{S}_{3}}=\left\{\left(\begin{array}{cc}
1 & \cos \theta_{1} \\
\cos \theta_{1} & 1
\end{array}\right),\left(\begin{array}{cc}
1 & \cos \theta_{2} \\
\cos \theta_{2} & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right\}
$$

then $R\left(\Sigma_{\mathbb{S}_{3}}\right)=\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2$. In particular, setting $\theta_{2}=0$ we see that if

$$
\Sigma_{\mathbb{S}_{3}}=\left\{\left(\begin{array}{cc}
1 & \cos \theta_{1} \\
\cos \theta_{1} & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right\}
$$

then $R\left(\Sigma_{\mathbb{S}_{3}}\right)=\sin ^{2}\left(\theta_{1} / 2\right)$. Moreover, assuming without loss of generality that at most one correlation is negative, as justified in Proposition 11 below, for a general 3-cycle $\Sigma_{\mathbb{S}_{3}}$ we have $R\left(\Sigma_{\mathbb{S}_{3}}\right)=1$ if and only if

$$
\Sigma_{\mathbb{S}_{3}}:=\left\{\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right\} .
$$

These results can be extended to a general d using Proposition 10.
Related to the last claim of Example 4, another important property for a $d$-cycle is that we can always assume without loss of generality that at most one $\theta_{i}$ is larger than $\pi / 2$, which is equivalent to having at most one negative $\rho_{i}$, without changing the value of $R(\cdot)$. This is shown in the following result.

Proposition 11. Consider the d-cycle with $\mathbb{S}_{d}=\{\{1,2\}, \ldots,\{d, 1\}\}$ and $\Sigma_{\mathbb{S}_{d}}:=\left(\Sigma_{\{1,2\}}, \cdots, \Sigma_{\{d, 1\}}\right)$, where the correlations $\rho_{j}=\cos \theta_{j}$ are uniquely determined by $0 \leq \theta_{1}, \ldots, \theta_{d} \leq \pi$. Then, there exists another sequence of angles $0 \leq \tilde{\theta}_{1}, \ldots, \tilde{\theta}_{d} \leq \pi$ with at most one $\tilde{\theta}_{i}$ larger than $\pi / 2$ such that the corresponding d-cycle $\tilde{\Sigma}_{\mathbb{S}_{d}}:=\left(\tilde{\Sigma}_{\{1,2\}}, \cdots, \tilde{\Sigma}_{\{d, 1\}}\right)$ satisfies $R\left(\tilde{\Sigma}_{\mathbb{S}_{d}}\right)=R\left(\Sigma_{\mathbb{S}_{d}}\right)$.

As the proof in Section 6 shows, this new cycle $\tilde{\Sigma}_{\mathbb{S}_{d}}$ is obtained after changing some $X_{i}$ into $-X_{i}$ in such a way that at most $\cos \theta_{1}$ is negative.

The last result we present on the $d$-cycle gives an explicit lower bound for $R$ in the case that $\Sigma_{\mathbb{S}_{d}}$ is incompatible. This is related to the results of Barrett et al. (1993) characterising exactly when the partial correlation matrix

$$
\Sigma_{\text {partial }}=\left(\begin{array}{ccccc}
1 & \cos \theta_{1} & * & \cdots & \cos \theta_{d} \\
\cos \theta_{1} & 1 & \cos \theta_{2} & \cdots & * \\
* & \cos \theta_{2} & 1 & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\cos \theta_{d} & * & * & \cdots & 1
\end{array}\right)
$$

has a positive semi-definite completion. Barrett et al. (1993) shows that this is the case if and only if

$$
\begin{equation*}
\sum_{j \in K} \theta_{j} \leq(|K|-1) \pi+\sum_{j \notin K} \theta_{j} \tag{6}
\end{equation*}
$$

for all $K \subseteq[d]$ with $|K|$ odd. Remarkably, this shows that the parametrisation $\rho_{j, j+1}=\cos \theta_{j}$ allows us to characterise the feasibility of positive semi-definite matrix completion in terms of a finite number of linear inequalities. If we know that $0 \leq \theta_{d} \leq \theta_{d-1} \leq \ldots \leq \theta_{1} \leq \pi$ then this reduces to checking

$$
\sum_{j=1}^{k} \theta_{j} \leq(k-1) \pi+\sum_{j=k+1}^{d} \theta_{j}
$$

for all odd $k \in[d]$. Furthermore, if $0 \leq \theta_{1}, \ldots, \theta_{d} \leq \pi$ with at most one $\theta_{j}$ larger than $\pi / 2$, then $\Sigma_{\text {partial }}$ has a positive semi-definite completion if and only if

$$
2 \max _{j \in[d]} \theta_{j} \leq \sum_{j=1}^{d} \theta_{j} .
$$

Proposition 11 shows that we can always work under this setting, so that the problem of whether $\Sigma_{\text {partial }}$ has a PSD completion or not is determined by one condition only, namely $2 \max _{j \in[d]} \theta_{j} \leq \sum_{j=1}^{d} \theta_{j}$. This is a novel contribution per se, since it is not present in Barrett et al. (1993). It is interesting to see that Barrett's characterisation enables us to derive a more explicit expression for $R\left(\Sigma_{\mathbb{S}_{d}}\right)$ in the case of a $d$-cycle.

Proposition 12. Let $\Sigma$ be the optimum solution to the dual problem (2), and let $\boldsymbol{\varphi}^{*}=\left(\varphi_{1}^{*}, \ldots, \varphi_{d}^{*}\right)$ be such that $\Sigma_{j, j+1}=\cos \varphi_{j}^{*}$ for each $j \in[d]$. Then:
(i) $R\left(\Sigma_{\mathbb{S}_{d}}\right)=\left|\rho_{j}-\left(1-R\left(\Sigma_{\mathbb{S}_{d}}\right)\right) \cos \varphi_{j}^{*}\right|$, for all $j \in[d]$;
(ii) $\varphi^{*}=\left(\varphi_{1}^{*}, \ldots, \varphi_{d}^{*}\right)$ is unique, and $\varphi^{*}\left(\theta_{1}, \ldots, \theta_{d}\right)$ is continuous for varying $\left(\theta_{1}, \ldots, \theta_{d}\right) \in[0, \pi]^{d}$;
(iii) if $\theta_{1}=\max _{j \in[d]} \theta_{j}$, with $\theta_{2}, \ldots, \theta_{d} \leq \pi / 2$, then

$$
1-R\left(\Sigma_{\mathbb{S}_{d}}\right)=\frac{1-\epsilon_{j} \cos \theta_{j}}{1-\epsilon_{j} \cos \varphi_{j}^{*}}, \quad \text { for all } j \in[d]
$$

where $\boldsymbol{\epsilon}_{d}=\left(\epsilon_{1}, \ldots, \epsilon_{d}\right)=\left(-1,+\mathbf{1}_{d-1}\right)$. Also, $\varphi_{1}^{*}=\sum_{j=2}^{d} \varphi_{j}^{*}$.
Observe that part (ii) only says that the entries of $\Sigma$ corresponding to the cycle pattern are unique, not the whole $\Sigma$ itself. Indeed, given the unique optimal $\varphi^{*}$, there may exist infinitely many positive semi-definite completions. In fact, if $A$ is a partial symmetric matrix admitting a positive semi-definite completion, then there exists a unique positive semi-definite completion with maximum determinant (see Theorem 2 in Grone et al. (1984)). Also, as a sanity check, observe that the optimal choice of the signs in part (iii) makes $\Sigma_{\mathbb{S}}^{\prime}$ in (3) as incompatible as possible, in accordance with the dual representation given in Proposition 3. For a general sequence of angles $\left(\theta_{1}, \ldots, \theta_{d}\right)$, it is sufficient to use the transformation given in Proposition 11 to reduce to the case where at most one angle is larger than $\pi / 2$, choose $\boldsymbol{\epsilon}_{d}$ as outlined above, and perform the inverse transformation to obtain the signs for the original $\left(\theta_{1}, \ldots, \theta_{d}\right)$. As an immediate corollary of this, it is easy to see that, under the same set of hypotheses, we have

$$
1-R\left(\Sigma_{\mathbb{S}_{d}}\right)=\frac{1+\cos \theta_{1}}{1+\cos \varphi_{1}^{*}},
$$

where $\varphi_{1}^{*}$ is the solution of

$$
\left\{\begin{array}{l}
\varphi_{1}^{*}=\sum_{j=2}^{d} \varphi_{j}^{*} \\
\cos \varphi_{j}^{*}=1-\frac{1-\cos \theta_{j}}{1+\cos \theta_{1}}\left(1+\cos \varphi_{1}^{*}\right), \quad \text { for all } j \in\{2, \ldots, d\}
\end{array}\right.
$$

This is a relatively explicit expression for $R(\cdot)$ for a general $d$-cycle.
Our final result in this subsection shows that, provided not too many of our input matrices are close to being singular, $R\left(\Sigma_{\mathbb{S}_{d}}\right)$ can be bounded below by a finite maximum of linear functionals that is zero if and only if $\Sigma_{\mathbb{S}_{d}}$ is compatible. This lower bound constitutes another sanity check for our measure $R(\cdot)$, since the quantities appearing in the lower bound are a natural quantitive version of the qualitative conditions given in Barrett et al. (1993) to check whether the partial matrix $\Sigma_{\text {partial }}$ defined above admits a PSD completion.

Proposition 13. Consider the $d$-cycle with $\mathbb{S}=\mathbb{S}_{d}=\{\{1,2\}, \ldots,\{d, 1\}\}$ and suppose that

$$
\Sigma_{\{j, j+1\}}=\left(\begin{array}{cc}
1 & \cos \theta_{j} \\
\cos \theta_{j} & 1
\end{array}\right)
$$

Assume further that there exist $c>0$ and two indices $k, j \in[d]$ such that $1-\rho_{j}^{2} \geq c, 1-\rho_{k}^{2} \geq c$, so that $\Sigma_{\{j, j+1\}}$ and $\Sigma_{\{k, k+1\}}$ are bounded away from singularity. Then, whenever $\Sigma_{\mathbb{S}_{d}}$ is incompatible, we have

$$
R\left(\Sigma_{\mathbb{S}_{d}}\right) \geq c^{\prime} \max _{\substack{K \subseteq[d] \\|K| \text { odd }}}\left(\sum_{i \in K} \theta_{i}-(|K|-1) \pi-\sum_{i \in K^{c}} \theta_{i}\right)
$$

where $c^{\prime}>0$ depends only on $c$.

The proof of Proposition 13 can be found in Section 6. First, observe that this lower bound reduces to

$$
c^{\prime}\left(\theta_{1}-\sum_{i=2}^{d} \theta_{i}\right)_{+}
$$

in the case that $\theta_{1}=\max _{j \in[d]} \theta_{j}$ and $\theta_{2}, \ldots, \theta_{d} \leq \pi / 2$, which we have already argued that we may assume without loss of generality. Furthermore, as a sanity check, the simple explicit expressions found in Example 3 , in which we have seen that

$$
R\left(\left\{\left(\begin{array}{cc}
1 & \cos \theta_{1} \\
\cos \theta_{1} & 1
\end{array}\right),\left(\begin{array}{cc}
1 & \cos \theta_{2} \\
\cos \theta_{2} & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right), \ldots,\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right\}\right)=\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2
$$

is in accordance with Proposition 13, since $\cos \theta_{2}-\cos \theta_{1} \gtrsim c \theta_{1}-\theta_{2}$ when $\theta_{1}, \theta_{2}$ are bounded away from $\{0, \pi\}$.

### 4.2 Block cycles

So far, we studied with particular care the case of a $d$-cycle, which is a relatively simple high-dimensional setting, since it is a collection of $d$ two-dimensional distributions. We now describe an evolution of this setting, where we consider a block-matrix version of the 3-cycle. In this case the number of variables per missingness pattern is large and we will see that the minimax separation rates are correspondingly much larger than in the $d$-cycle, though the number of variables is of the same order.

Theorem 14. Let $\mathbb{S}=\{[2 d],[d] \cup([3 d] \backslash[2 d]),[3 d] \backslash[d]\}$ for some $d \geq 1$. Writing $n_{\mathbb{S}}=\left(n_{1}, n_{2}\right.$, $\left.n_{3}\right)$ for the sample sizes within each pattern, there exists a universal constant $c_{1}>0$ such that

$$
\rho^{*} \geq c_{1} \sqrt{\frac{d}{\left(n_{1} \wedge n_{2}\right) \log ^{4}(e d)}}
$$

whenever $n_{1} \wedge n_{2} \geq d / 2$.
This result shows that, up to logarithmic factors in $d$, the minimax separation rates for this testing problem are the same as the minimax estimation rates for estimating $\Sigma_{\mathbb{S}}$ in the operator norm distance. This is related to the fact that $R\left(\Sigma_{\mathbb{S}}\right)$ is a non-smooth functional of $\Sigma_{\mathbb{S}}$. Indeed, the following result shows that we can construct examples of $\Sigma_{\mathbb{S}}$ such that $R\left(\Sigma_{\mathbb{S}}\right)$ can be bounded below using the function $x \mapsto \max (0, x)$; see below for more discussion of the relevant literature.

Proposition 15. Consider the set of patterns $\mathbb{S}=\{[2 d],[d] \cup([3 d] \backslash[2 d]),[3 d] \backslash[d]\}$ for some $d \geq 1$, and suppose that

$$
\Sigma_{\mathbb{S}}=\left\{\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right),\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right),\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right\}
$$

for some $P \in \mathbb{R}^{d \times d}$ such that $\|P\|_{2} \leq 1$ and some $\beta \in[0,1]$. Then:
(i) $R\left(\Sigma_{\mathbb{S}}\right)=0$ if and only if $\|P\|_{2}^{2} \leq \frac{1-\beta}{2}$,
(ii) $R\left(\Sigma_{\mathbb{S}}\right) \geq \frac{3}{4 d} \sum_{j=1}^{d}\left(\sigma_{j}^{2}(P)-\frac{1-\beta}{2}\right)_{+}$, where $\sigma_{j}(P)$ is the $j$-th singular value of $P$.

This shows that, for $\Sigma_{\mathbb{S}}$ of the form above, we can relate our testing problem to the problem of testing whether the vector of squared singular values of $P$ belongs to the orthant $(-\infty, 0]^{d}$, or is separated from it in the $\ell_{1}$ distance. In a Gaussian location model a similar problem, measuring separation with the $\ell_{2}$ distance, was considered by Blanchard et al. (2018), and part of our lower bound construction is inspired by this work. However, the consideration of singular values of matrices rather than Gaussian means means that new technical tools are required. In this regard, the techniques of Thépaut and Verzelen (2021), who consider the estimation of quantities of the form $\sum_{j=1}^{d} \sigma_{j}(P)^{q}$ for $q>0$, are useful. We also mention that such problem are related to the estimation of $\ell_{1}$ distances, for which good references include Cai and Low (2011) and Jiao et al. (2016).

## 5 Numerical studies

The tests introduced in Theorem 6 and Proposition 8 give finite-sample Type-I error control over $\mathcal{P}_{\mathbb{S}}^{0}$, the parameter space associated to the null hypothesis. However, these procedures can be too conservative in
some examples of interest, and have the further downside of depending on the unknown subgaussian variance proxy $\nu$. For these reasons, we propose Monte-Carlo versions of our tests, that can be applied without any knowledge of unknown parameters, and we compare it with Little's test (Little, 1988). In Section 5.1 we introduce a bootstrap method that checks the incompability of sample correlation matrices, while in Section 5.2 we extend this method to also check the consistency of samples means and variances.

Little's test can be applied when all pairs of variables are observed together, so that the EM algorithm (Dempster et al., 1977) can be applied to find estimators $\widehat{\mu}$ and $\widehat{\Lambda}$ of the mean and covariance matrix of the data under the null hypothesis of MCAR. Little's test is a generalised likelihood ratio test whose validity is is based on the assumption that the data $\left(X_{S, i}: S \in \mathbb{S}, i \in\left[n_{S}\right]\right)$ are Gaussian. Writing $\tilde{\Lambda}=n_{\text {tot }} \widehat{\Lambda} /\left(n_{\text {tot }}-1\right)$, where $n_{\text {tot }}=\sum_{S \in \mathbb{S}} n_{S}$, define

$$
\begin{gathered}
d^{2}=\sum_{S \in \mathbb{S}} n_{S}\left(\bar{X}_{S}-\widehat{\mu}_{\mid S}\right) \tilde{\Lambda}_{\mid S}^{-1}\left(\bar{X}_{S}-\widehat{\mu}_{\mid S}\right) \\
d_{\mathrm{cov}}^{2}=\sum_{S \in \mathbb{S}} n_{S}\left[\operatorname{tr}\left(\widehat{\Sigma}_{S} \widehat{\Lambda}_{\mid S}^{-1}\right)-|S|-\log \left|\widehat{\Sigma}_{S}\right|+\log \left|\widehat{\Lambda}_{\mid S}\right|\right]
\end{gathered}
$$

and

$$
d_{\mathrm{aug}}^{2}=d^{2}+d_{\mathrm{cov}}^{2} .
$$

Then, under MCAR, $d_{\text {aug }}^{2}$ converges in law to a $\chi^{2}$-distribution with

$$
f=\sum_{S \in \mathbb{S}} \frac{1}{2}|S|(|S|+3)-\frac{1}{2} d(d+3)
$$

degrees of freedom by Wilks' theorem. Based on these asymptotic results, Little's test rejects MCAR if and only if $d_{\mathrm{aug}}^{2}>\chi_{f}^{2}(1-\alpha)$, where $\chi_{f}^{2}(1-\alpha)$ is such that $\mathbb{P}\left(W \geq \chi_{f}^{2}(1-\alpha)\right)=\alpha$, and where $W$ is $\chi^{2}$-distributed with $f$ degrees of freedom. Similarly, one can define a test based on $d_{\text {cov }}^{2}$ that ignores the means and only considers the partial covariance matrices, which converges to a $\chi^{2}$-distribution with

$$
f^{\prime}=\sum_{S \in \mathbb{S}} \frac{1}{2}|S|(|S|+1)-\frac{1}{2} d(d+1)
$$

degrees of freedom by Wilks' theorem. In the next section, we will compare our bootstrap method with these two versions of Little's test, one based on $d_{\text {aug }}^{2}$, the other on $d_{\text {cov }}^{2}$. This is because in Section 5.1 departures from the null are due to an incompatible sequence of correlation matrices, while the means are assumed to be constant, hence we do not want to give ourselves a clear advantage by comparing only with $d_{\text {aug }}^{2}$.

### 5.1 Correlation matrices and simulations for $d$-cycles

In this section, we design a bootstrap version of our test, and compare it with Little's test in detecting departures from MCAR due to an incompatible sequence of correlation matrices $\Sigma_{\mathbb{S}}$. Recall that we write $\widehat{\Sigma}_{\mathbb{S}}=\left(\widehat{\Sigma}_{S}\right)_{S \in \mathbb{S}}$, where $\widehat{\Sigma}_{S}$ is the sample correlation matrix of the data $X_{S}:=\left(X_{S, i}, i \in\left[n_{S}\right]\right)$ for $S \in \mathbb{S}$. From Proposition 3 we can write $\widehat{\Sigma}_{\mathbb{S}}=\left(1-R\left(\widehat{\Sigma}_{\mathbb{S}}\right)\right) \widehat{Q}_{\mathbb{S}}+R\left(\widehat{\Sigma}_{\mathbb{S}}\right) \widehat{\Sigma}_{\mathbb{S}}^{\prime}$, where $\widehat{Q}_{\mathbb{S}}$ can be thought as the closest compatible sequence of correlation matrices to $\widehat{\Sigma}_{\mathbb{S}}$, and can be computed at the same time as the test statistic $R^{(0)}:=R\left(\widehat{\Sigma}_{\mathbb{S}}\right)$. We then transform the original data by calculating $\tilde{X}_{S}:=\widehat{Q}_{S}^{1 / 2} \widehat{\Sigma}_{S}^{-1 / 2}$ scale $\left(X_{S}\right)$ for all $S \in \mathbb{S}$,
where scale $(\cdot)$ represents the step of standardising the original data. This transformation means that the sample correlation matrices of $\tilde{X}_{\mathbb{S}}:=\left(\tilde{X}_{S}: S \in \mathbb{S}\right)$ are compatible. Fixing $B \in \mathbb{N}$, for each $b \in[B]$ and $S \in \mathbb{S}$ we generate $\tilde{X}_{S}^{(b)}$ as a nonparametric bootstrap sample from $\tilde{X}_{S}$ and calculate the sample correlation matrix $\widehat{\Sigma}_{S, b}=\operatorname{Cor}\left(\tilde{X}_{S}^{(b)}\right)$. Then, for each $b \in[B]$ we compute the corresponding test statistic $R^{(b)}:=R\left(\widehat{\Sigma}_{S, b}: S \in \mathbb{S}\right)$. Finally, we reject $H_{0}$ at a significance level $\alpha \in(0,1)$ if and only if $1+\sum_{i=1}^{B} \mathbb{1}\left\{R^{(b)} \geq R^{(0)}\right\} \geq \alpha(1+B)$.

We compare this test with Little's procedure in the settings given in Theorem 9, namely in the case of a $d$-cycle. For our first settings, we set $n_{\mathbb{S}}=\left(n_{S}\right)_{S \in \mathbb{S}}=(200, \ldots, 200)$, and simulate $X_{\{j, j+1\}, i} \stackrel{\text { i.i.d. }}{\sim}$ $N\left(\mathbf{0}_{2}, \Sigma_{\{j, j+1\}}\right)$ for $i \in[200]$ and $j \in[d]$, where

$$
\Sigma_{\mathbb{S}_{d}}=\left\{\left(\begin{array}{cc}
1 & \cos \theta_{1} \\
\cos \theta_{1} & 1
\end{array}\right), \ldots,\left(\begin{array}{cc}
1 & \cos \theta_{d} \\
\cos \theta_{d} & 1
\end{array}\right)\right\}
$$

for certain values of $\theta_{1}, \ldots, \theta_{d} \in[0, \pi]$, and compare our bootstrap test with Little's procedure. Here, we repeat the the experiment $M=200$ times, and report the average decision as an estimate of the power function. This makes sense only for $d=3$, while for $d \geq 4$ there exists at least one pair of variables that are never observed together, making the EM algorithm to estimate $\widehat{\Lambda}$ inapplicable. As for the case $d=3$, Figure 4 shows two different simulations, with different values of $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$, where our test performs very similarly to Little's tests. As stated above, for $d \geq 4$ Little's test cannot be applied, while our test remains


Figure 4: Simulation of the power functions of our method with $B=99$ (blue), Little's method based on $d_{\text {aug }}^{2}$ (green), and Little's method based on $d_{\text {cov }}^{2}$ (orange), with Gaussian data. In each example, we vary $\theta_{1} \in\left[\theta_{2}+\theta_{3},\left(\theta_{2}+\theta_{3}+\pi\right) / 2\right]$, with $\left(\theta_{2}, \theta_{3}\right)$ equal to $(\pi / 3, \pi / 6)$ (left), $(\pi / 4, \pi / 4)$ (right). For each of this setting, we repeat the experiment $M=200$ times, and report the average decision. The nominal level $\alpha=0.05$ in red.
valid since there are no constraints on $\mathbb{S}$. In Figure 5 below, we show the power function of our bootstrap test in the case of a $d$-cycle, with $d \in\{100,200\}$, with $\theta_{2}=\ldots=\theta_{d}=\frac{\pi}{2(d-1)}$, and varying $\theta_{1}$ in $[\pi / 2,5 \pi / 8]$. We
repeat the procedure $M=100$ times, and report the average decision as an estimate of the power function.


Figure 5: Simulation of the power functions of our method with $B=99$ (blue) for $d=100$ (left), and $d=200$ (right), with Gaussian data. In each example, we fix $\theta_{2}=\ldots=\theta_{d}=\frac{\pi}{2(d-1)}$, and vary $\theta_{1}$ in $[\pi / 2,5 \pi / 8]$. For each of this setting, we repeat the experiment $M=100$ times, and report the average decision. The nominal level $\alpha=0.05$ in red.

Our simulations so far have used Gaussian data, so that Little's test is valid. We now repeat our simulations with a heavy-tailed data distribution in order to assess the robustness of the methods. To this aim, we consider again a 3 -cycle, and generate $X_{\{j, j+1\}, i} \stackrel{\text { i.i.d. }}{\sim} \log N\left(\mathbf{0}_{2}, \Sigma_{\{j, j+1\}}\right)$ for all $i \in[200], j \in[3]$, where $\log N\left(\mathbf{0}_{2}, \Sigma_{\{j, j+1\}}\right)$ stands for the log-normal distribution, meaning that if $Y \sim \log N\left(\mathbf{0}_{2}, \Sigma_{\{j, j+1\}}\right)$ then $Y_{i}=e^{Z_{i}}$, with $Z \sim N\left(\mathbf{0}_{2}, \Sigma_{\{j, j+1\}}\right)$. Figure 6 below shows the analogue of Figure 4 , in the sense that the parameters $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$ are the same, but we generated artificial data from a multivariate log-normal distribution rather than a Gaussian distribution. It is interesting to see that Little's test does not have Type-I error control. On the other hand, our test succeeds in controlling the Type-I error and, although being conservative, its power increases as $\Sigma_{\mathbb{S}_{3}}$ becomes more incompatible.

### 5.2 Omnibus approach

We now aim at designing a test that is able to detect departures from MCAR due to inconsistent means and variances as well as incompatible correlation matrices. To this aim, we define a new bootstrap test that checks both compatibility of $\Sigma_{\mathbb{S}}$, and consistency of $\sigma_{\mathbb{S}}^{2}$ and $\mu_{\mathbb{S}}$, the sequence of means along the different patterns in $\mathbb{S}$. We will use as test statistics estimators of $T=R\left(\Sigma_{\mathbb{S}}\right)+V\left(\sigma_{\mathbb{S}}^{2}\right)+M\left(\mu_{\mathbb{S}}\right)$, where

$$
M\left(\mu_{\mathbb{S}}\right)=\max _{j \in[d]} \max _{S_{1}, S_{2} \in \mathbb{S}_{j}}\left|\mu_{S_{1}, j}-\mu_{S_{2}, j}\right|
$$



Figure 6: Simulation of the power functions of our method with $B=99$ (blue), Little's method based on $d_{\text {aug }}^{2}$ (green), and Little's method based on $d_{\text {cov }}^{2}$ (orange), with log-normal data. In each example, we vary $\theta_{1} \in\left[\theta_{2}+\theta_{3},\left(\theta_{2}+\theta_{3}+\right.\right.$ $\pi) / 2$ ], with $\left(\theta_{2}, \theta_{3}\right)$ equal to $(\pi / 3, \pi / 6)$ (left), $(\pi / 4, \pi / 4)$ (right). For each of this setting, we repeat the experiment $M=200$ times, and report the average decision. The nominal level $\alpha=0.05$ in red.

Observe that $M\left(\mu_{\mathbb{S}}\right)=0$ if and only if $\mu_{\mathbb{S}}$ is consistent. This results in Algorithm 1, which is implemented in the R-package MCARtest (Berrett et al., 2022).

```
Algorithm 1 MCAR bootstrap test checking compatibility of correlation matrices, and consistency of means
and variances
    Given data \(X_{\mathbb{S}}\), compute \(\widehat{\sigma}_{\mathbb{S}}^{2}=\operatorname{Var} X_{\mathbb{S}}\), and rescale it such that \(\operatorname{av}_{j}\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)=1\) for all \(j \in[d]\); i.e. replace
    \(X_{j}\) with \(X_{j} / \sqrt{\operatorname{av}_{j}\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)}\) for all \(j \in[d]\).
    Compute \(\widehat{\mu}_{\mathbb{S}}=\mathbb{E} X_{\mathbb{S}}, \widehat{M}_{\mathbb{S}}=\operatorname{Cov} X_{\mathbb{S}}=\operatorname{diag}\left(\sigma_{\mathbb{S}}^{2}\right)^{1 / 2} \cdot \Sigma_{\mathbb{S}} \cdot \operatorname{diag}\left(\sigma_{\mathbb{S}}^{2}\right)^{1 / 2}\).
    Compute \(T^{(0)}=R\left(\widehat{\Sigma}_{\mathbb{S}}\right)+V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)+M\left(\widehat{\mu}_{\mathbb{S}}\right)\), and compute at the same time the dual decomposition
    \(\widehat{\Sigma}_{\mathbb{S}}=\left(1-R\left(\widehat{\Sigma}_{\mathbb{S}}\right)\right) \widehat{Q}_{\mathbb{S}}+R\left(\widehat{\Sigma}_{\mathbb{S}}\right) \widehat{\Sigma}_{\mathbb{S}}^{\prime}\).
4: Rotate the original data \(X_{\mathbb{S}}\), i.e. for all \(S \in \mathbb{S}\), for all \(i \in\left[n_{S}\right]\) do \(\tilde{X}_{S, i}=\widehat{Q}_{S}^{1 / 2} \widehat{M}_{S}^{-1 / 2}\left(X_{S, i}-\widehat{\mu}_{S}+\widehat{\mu}_{\mid S}\right)\),
    where \(\widehat{\mu}_{j}=\left|\mathbb{S}_{j}\right|^{-1} \sum_{S \in \mathbb{S}_{j}} \mu_{S, j}\).
    for \(b \in[B]\) do
        For all \(S \in \mathbb{S}\), let \(\tilde{X}_{S, i}^{(b)}\) be a nonparametric bootstrap sample from \(\tilde{X}_{S, i}\), for \(i \in\left[n_{S}\right]\).
        Compute \(\widehat{\mu}_{\mathbb{S}, b}=\mathbb{E} X_{\mathbb{S}}^{(b)}, \widehat{M}_{\mathbb{S}, b}=\operatorname{Cov} X_{\mathbb{S}}^{(b)}=\operatorname{diag}\left(\widehat{\sigma}_{\mathbb{S}, b}^{2}\right)^{1 / 2} \cdot \widehat{\Sigma}_{\mathbb{S}, b} \cdot \operatorname{diag}\left(\widehat{\sigma}_{\mathbb{S}, b}^{2}\right)^{1 / 2}\).
        Compute \(T^{(b)}=R\left(\widehat{\Sigma}_{\mathbb{S}, b}\right)+V\left(\widehat{\sigma}_{\mathbb{S}, b}^{2}\right)+M\left(\widehat{\mu}_{\mathbb{S}, b}\right)\).
    end for
    Reject \(H_{0}\) if and only if \(1+\sum_{i=1}^{B} \mathbb{1}\left\{T^{(b)} \geq T^{(0)}\right\} \geq \alpha(1+B)\).
```

As before, we compare this algorithm with Little's test based on $d_{\text {aug }}^{2}$. In this section we generate complete artificial data according to various distributions, and then delete entries using the R package missMethods
(Rockel, 2020). MCAR data are generated with the function delete_MCAR, where each entry of the data matrix is deleted independently of the others with probability $p \in(0,1)$. Deviations from the null are generated by partitioning the columns in two groups, group A where the missing values are generated, and group $B$ which determines the missingness mechanism, with two different mechanisms being considered. First, delete_MAR_1_to_x sets threshold values, splits the rows into two further groups depending on whether columns in group B have values greater or smaller than the threshold, and deletes some entries in columns in group A in a such a way that the probability for a value to be missing in group A divided by the probability for a value to be missing in group B equals 1 divided by x , with x to be specified as an input parameter. Second, delete_MAR_rank deletes each entry in a column of group A with probability proportional to the rank of the same row in the corresponding column of group B. For further details on these functions, and other methods to generate MCAR, MAR, MNAR data, refer to Santos et al. (2019). These three functions were also chosen in the numerical analysis of a test of MCAR based on U-statistics in Aleksić (2023).


Figure 7: Type-I error under MCAR Figure 8: Power function undata generate with delete_MCAR(p), der MAR data generate with for varying probability $p$ of having a missing value. Data from Clayton copula with parameter 1 and lognormal margins. $B=99, M=300$.
 delete_MAR_1_to_x(p, x = 9), for varying probability $p$ of having a missing value. Data from the same Clayton coupla. $B=99, M=300$.


Figure 9: Power function under MAR data generate with delete_MAR_rank(p), for varying probability $p$ of having a missing value. Data from the same Clayton coupla. $B=99, M=300$.

For Figures 7, 8, 9, we generated 5-dimensional datasets of sample size $n=1000$ distributed according to a Clayton copula, with parameter 1 and log-normal margins, using the function mvdc from the R-package copula Hofert et al. (2020). For Figure 7 we deleted the first two variables with delete_MCAR(p) for different values of $p \in\{0.03,0.06, \ldots, 0.3\}$, in order to get an artificial setting coming from the null. For each $p$, we repeat the simulation 300 times, and report the average Type-I error. Alternatives to the null were generated using delete_MAR_1_to_x, with $x=9$, for Figure 8, and delete_MAR_rank for Figure 9. Again, for each $p$, we repeat the simulations 300 times, and report the average power. The simulations show that Little's test is not able to recognise MCAR in this setting, and rejects the null hypothesis with high probability. On the other hand, Algorithm 1 has good control of the Type-I error, although being a little conservative, and its power increases as the missingness probability $p$ gets bigger and the effective sample sizes for the incomplete patterns increase. Our test performs slightly better in the case of a 3-dimensional dataset of sample size $n=1000$ distributed according to a Clayton copula, with parameter 1 and chi-squared margins. The results of these simulations are shown in Figures 10, 11, 12. In this case, we delete the first two columns, while the
third one is always complete. Here our method retains Type I error control and is more powerful than in the previous settings, while Little's test does not have good control of the Type I error.



Figure 11: Power function under MAR data generate with delete_MAR_1_to_x(p, x = 9), for varying probability $p$ of having a missing value. Data from the same Clayton coupla. $B=99, M=300$.


Figure 12: Power function under MAR data generate with delete_MAR_rank(p, for varying probability $p$ of having a missing value. Data from the same Clayton coupla. $B=99, M=300$.

## 6 Proofs

### 6.1 Proofs for Section 2

Proof of Proposition 1. For any $X \in \mathcal{M}$ and $X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$ we have

$$
\begin{aligned}
\left\langle A X, X_{\mathbb{S}}\right\rangle_{\mathbb{S}} & =\sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S}\left((A X)_{S}\right)_{j j^{\prime}}\left(X_{S}\right)_{j j^{\prime}}=\sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S} X_{j j^{\prime}}\left(X_{S}\right)_{j j^{\prime}} \\
& =\sum_{j, j^{\prime}=1}^{d} X_{j j^{\prime}} \sum_{S \in \mathbb{S}} \mathbb{1}_{j, j^{\prime} \in S}\left(X_{S}\right)_{j j^{\prime}}=\left\langle X, A^{*} X_{\mathbb{S}}\right\rangle
\end{aligned}
$$

as claimed.

Proof of Proposition 2. The strategy is to use a semi-definite programming version of Farkas' lemma. This is well known in the relevant literature, but we provide a statement and short proof for completeness; see Proposition 25 in Appendix C. First, rewrite the matrix completion problem
find $\Sigma \in \mathcal{M}$ such that $\left\{\begin{array}{l}\Sigma_{j j^{\prime}}=\left(\Sigma_{S}\right)_{j j^{\prime}}, \forall S \in \mathbb{S}_{j j^{\prime}} \\ \Sigma \succcurlyeq 0\end{array}\right.$

$$
\text { find } \Sigma \in \mathcal{M} \text { such that }\left\{\begin{array}{l}
\left\langle\Sigma, E_{j j^{\prime}}\right\rangle=\left(\Sigma_{S}\right)_{j j^{\prime}}, \forall S \in \mathbb{S}_{j j^{\prime}}  \tag{7}\\
\Sigma \succcurlyeq 0
\end{array}\right.
$$

where $E_{j j^{\prime}}=\left(\boldsymbol{e}_{j} \boldsymbol{e}_{j^{\prime}}^{T}+\boldsymbol{e}_{j^{\prime}} \boldsymbol{e}_{j}^{T}\right) / 2$ and $\boldsymbol{e}_{j}$ is the $j$-th column vector of the standard orthonormal basis of $\mathbb{R}^{d}$. In order to apply the semi-definite version of Farkas' lemma we transform our problem so that the equality constraints have zero on the right-hand side. To this end, define

$$
H_{j}:=\left(\begin{array}{cc}
0 & \boldsymbol{e}_{j}^{T} / 2 \\
\boldsymbol{e}_{j} / 2 & \boldsymbol{O}
\end{array}\right) \text { and } G_{S, j j^{\prime}}:=\left(\begin{array}{cc}
-\left(\Sigma_{S}\right)_{j j^{\prime}} & \mathbf{0}^{T} \\
\mathbf{0} & E_{j j^{\prime}}
\end{array}\right)
$$

and consider the completion problem

$$
\text { find } \tilde{\Sigma} \in \mathcal{M} \text { such that }\left\{\begin{array}{l}
\left\langle\tilde{\Sigma}, H_{j}\right\rangle=0, \forall j \in[d]  \tag{8}\\
\left\langle\tilde{\Sigma}, G_{S, j j^{\prime}}\right\rangle=0, \forall S \in \mathbb{S}_{j j^{\prime}} \\
\tilde{\Sigma} \succcurlyeq 0
\end{array}\right.
$$

The condition $\left\langle\tilde{\Sigma}, H_{j}\right\rangle=0, \forall j \in[d]$ forces $\tilde{\Sigma}$ to be in block diagonal form

$$
\tilde{\Sigma}:=\left(\begin{array}{cc}
\gamma_{0,0} & \mathbf{0}^{T} \\
\mathbf{0} & \Sigma
\end{array}\right)
$$

Now, observe that (7) has a solution if and only if (8) has a non-zero solution. Indeed, for every solution $\Sigma_{0}$ of (7), then $\operatorname{diag}\left(1, \Sigma_{0}\right)$ is a solution of (8). On the other hand, suppose that $\tilde{\Sigma}_{0}=\operatorname{diag}\left(\gamma_{0,0}, \Sigma_{0}\right) \neq \boldsymbol{O}$ is a solution of (8). This implies that $\gamma_{0,0} \neq 0$, otherwise $0=\left\langle\tilde{\Sigma}_{0}, G_{S, j j^{\prime}}\right\rangle=-\gamma_{0,0}\left(\Sigma_{S}\right)_{j j^{\prime}}+\Sigma_{j j^{\prime}}=\Sigma_{j j^{\prime}}$, which would imply $\tilde{\Sigma}_{0}=\boldsymbol{O}$. Being $\gamma_{0,0} \neq 0$, we can rescale the bigger block in $\tilde{\Sigma}_{0}$ by $\gamma_{0,0}$, i.e. $\Sigma_{0}=: \gamma_{0,0} G$, and get $0=\left\langle\tilde{\Sigma}_{0}, G_{S, j j^{\prime}}\right\rangle=-\gamma_{0,0}\left(\Sigma_{S}\right)_{j j^{\prime}}+\gamma_{0,0} G_{j j^{\prime}}=-\left(\Sigma_{S}\right)_{j j^{\prime}}+G_{j j^{\prime}}$, which shows that $G$ is a solution of (7). This further implies that we can assume without loss of generality that $\gamma_{0,0}=1$ when (8) admits a non-zero solution. Now, by Proposition 25, we know that (8) has a non-zero solution $\tilde{\Sigma}=\operatorname{diag}(1, \Sigma)$ if and only if

$$
\sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S}\left(X_{S}\right)_{j j^{\prime}} G_{S, j j^{\prime}}=\sum_{S \in \mathbb{S}}\left(\begin{array}{cc}
-\left\langle\Sigma_{S}, X_{S}\right\rangle & \mathbf{0}^{T} \\
\mathbf{0} & \frac{1}{2} X_{S}
\end{array}\right)=\left(\begin{array}{cc}
-\left\langle\Sigma_{\mathbb{S}}, X_{\mathbb{S}}\right\rangle & \mathbf{0}^{T} \\
\mathbf{0} & \frac{1}{2} A^{*} X_{\mathbb{S}}
\end{array}\right) \nsucc 0
$$

for all sequences of matrices $X_{\mathbb{S}}$, not necessarily PSD. Now, this block matrix is positive definite if and only if both $A^{*} X_{\mathbb{S}} \succ 0$ and $\left\langle\Sigma_{\mathbb{S}}, X_{\mathbb{S}}\right\rangle<0$. Hence, (8) has a non-zero solution if and only if $\left\langle\Sigma_{\mathbb{S}}, X_{\mathbb{S}}\right\rangle \geq 0$ for all $X_{\mathbb{S}}$ such that $A^{*} X_{\mathbb{S}} \succ 0$, and the claim follows.

Proof of Proposition 3. Weak duality, i.e. LHS $\leq$ RHS, always holds for SDPs (see Blekherman et al. (2012)), but we include a short proof for the sake of completeness. In fact, for any $\Sigma_{\mathbb{S}} \in \mathcal{P}_{\mathbb{S}}$, we can rewrite

$$
\begin{equation*}
\inf \left\{\epsilon \in[0,1]: \Sigma_{\mathbb{S}} \in(1-\epsilon) \mathcal{P}_{\mathbb{S}}^{0}+\epsilon \mathcal{P}_{\mathbb{S}}\right\} \tag{9}
\end{equation*}
$$

$$
\begin{aligned}
\inf \left\{\epsilon \in[0,1]: \Sigma_{\mathbb{S}} \in(1-\epsilon) \mathcal{P}_{\mathbb{S}}^{0}+\epsilon \mathcal{P}_{\mathbb{S}}\right\} & =1-\sup \left\{\epsilon \in[0,1]: \Sigma_{\mathbb{S}} \in \epsilon \mathcal{P}_{\mathbb{S}}^{0}+(1-\epsilon) \mathcal{P}_{\mathbb{S}}\right\} \\
& =1-\frac{1}{d} \sup \left\{\operatorname{tr}(\Sigma): \Sigma \in \mathcal{P}^{*}, \Sigma_{\mathbb{S}}-A \Sigma \succeq_{\mathbb{S}} 0, \Sigma_{11}=\ldots=\Sigma_{d d}\right\}
\end{aligned}
$$

Now, for any $Y_{\mathbb{S}} \in \mathcal{P}_{\mathbb{S}}^{*}$ such that $A^{*} Y_{\mathbb{S}}+Y \succeq I_{d}$ for some $Y \in \mathcal{Y}$, and any $\Sigma \in \mathcal{P}^{*}$ such that $\Sigma_{\mathbb{S}}-A \Sigma \succeq \mathbb{S} 0$, we have

$$
\begin{aligned}
\operatorname{tr}(\Sigma) & =\left\langle I_{d}, \Sigma\right\rangle=-\left\langle A^{*} Y_{\mathbb{S}}+Y-I_{d}, \Sigma\right\rangle+\left\langle A^{*} Y_{\mathbb{S}}+Y, \Sigma\right\rangle \leq\left\langle A^{*} Y_{\mathbb{S}}, \Sigma\right\rangle+\langle Y, \Sigma\rangle \\
& =\left\langle A^{*} Y_{\mathbb{S}}, \Sigma\right\rangle=\left\langle Y_{\mathbb{S}}, A \Sigma\right\rangle_{\mathbb{S}}=\left\langle Y_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}-\left\langle Y_{\mathbb{S}}, \Sigma_{\mathbb{S}}-A \Sigma\right\rangle_{\mathbb{S}} \leq\left\langle Y_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}
\end{aligned}
$$

This shows that (9) is lower bounded by

$$
\begin{equation*}
1-\frac{1}{d} \inf \left\{\left\langle Y_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}: Y_{\mathbb{S}} \in \mathcal{P}_{\mathbb{S}}^{*}, A^{*} Y_{\mathbb{S}}+Y \succeq I_{d}\right\} \tag{10}
\end{equation*}
$$

Weak duality follows upon noting that $A^{*} X_{\mathbb{S}}^{0}=I_{d}$ and $\left\langle X_{\mathbb{S}}^{0}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}=d$ and setting $X_{\mathbb{S}}=Y_{\mathbb{S}}-X_{\mathbb{S}}^{0}$. This is not surprising, as we already mentioned that weak duality always holds for SDP problems.

We will now prove strong duality for this problem. Our strategy is to write our primal and dual problems in standard form and check Slater's condition for the primal problem (10). We already mentioned that (9) can be written as

$$
1-\frac{1}{d} \sup \left\{\operatorname{tr}(\Sigma): \Sigma \in \mathcal{P}^{*}, \Sigma_{11}=\ldots=\Sigma_{d d}, \Sigma_{\mathbb{S}}-A \Sigma \succeq_{\mathbb{S}} 0\right\}
$$

We now write this maximisation problem in standard form by introducing variables $\left(Z_{S}: S \in \mathbb{S}\right)=\Sigma_{\mathbb{S}}-A \Sigma \in$ $\mathcal{P}_{\mathbb{S}}^{*}$. Enumerating $\mathbb{S}$ as $\left\{S_{1}, \ldots, S_{m}\right\}$, we instead optimise over block-diagonal matrices of the form

$$
X=\left(\begin{array}{cccc}
\Sigma & 0 & \cdots & 0 \\
0 & Z_{S_{1}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & Z_{S_{m}}
\end{array}\right)
$$

For such $X$ our constraints are equivalent to $X \succeq 0$,

$$
\left\langle E_{j j}-E_{11}, X\right\rangle=0 \quad \text { for } j=2, \ldots, d
$$

and

$$
\left\langle E_{j j^{\prime}}+E_{S, j j^{\prime}}, X\right\rangle=\left(\Sigma_{S}\right)_{j j^{\prime}} \quad \text { for } S \in \mathbb{S} \text { and } j, j^{\prime} \in S
$$

where $E_{j j^{\prime}}=\left(\boldsymbol{e}_{j} \boldsymbol{e}_{j^{\prime}}^{T}+\boldsymbol{e}_{j^{\prime}} \boldsymbol{e}_{j}^{T}\right) / 2$ is the binary symmetric matrix of the same dimension as $X$ with its only non-zero entries being in the $\left(j, j^{\prime}\right)$-th and $\left(j^{\prime}, j\right)$-th positions of the top left block, and where $E_{S, j j^{\prime}}=$ $\left(\boldsymbol{e}_{S, j} \boldsymbol{e}_{S, j^{\prime}}^{T}+\boldsymbol{e}_{S, j^{\prime}} \boldsymbol{e}_{S, j}^{T}\right) / 2$ is the binary symmetric matrix of the same dimension as $X$ with its only non-zero entries being in the $\left(j, j^{\prime}\right)$-th and $\left(j^{\prime}, j\right)$-th positions of the block occupied by $Z_{S}$ in $X$. Write $C$ for the diagonal matrix of the same dimension as $X$ with $I_{d}$ in the top left block, and all other entries equal to zero.

It is now possible to write

$$
\begin{align*}
& \sup \left\{\operatorname{tr}(\Sigma): \Sigma \in \mathcal{P}^{*}, \quad \Sigma_{11}=\ldots=\Sigma_{d d}, \quad \Sigma_{\mathbb{S}}-A \Sigma \succeq \mathbb{S} 0\right\} \\
& =\sup \left\{\langle C, X\rangle: X \succeq 0 \text { is block diagonal, }\left\langle E_{j j}-E_{11}, X\right\rangle=0 \text { for } j=2, \ldots, d,\right. \\
& \left.\quad\left\langle E_{j j^{\prime}}+E_{S, j j^{\prime}}, X\right\rangle=\left(\Sigma_{S}\right)_{j j^{\prime}} \quad \text { for } S \in \mathbb{S} \text { and } j, j^{\prime} \in S\right\}, \tag{11}
\end{align*}
$$

so that our dual problem (9) is now in standard form. Our primal problem (10) is put into standard form by writing

$$
\begin{align*}
& \inf \left\{\left\langle\Sigma_{\mathbb{S}}, Y_{\mathbb{S}}\right\rangle: A^{*} Y_{\mathbb{S}}+Y \succeq I_{d}, \quad Y_{\mathbb{S}} \succeq \mathbb{S} 0, \quad Y_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}, \quad Y \in \mathcal{Y}\right\} \\
& =\inf \left\{\sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S}\left(\Sigma_{S}\right)_{j j^{\prime}} y_{S, j j^{\prime}}: \sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S} y_{S, j j^{\prime}} E_{j j^{\prime}}+\sum_{j=2}^{d} y_{j j}\left(E_{j j}-E_{11}\right) \succeq I_{d},\right. \\
&  \tag{12}\\
& \left.\quad \sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S} y_{S, j j^{\prime}} E_{S, j j^{\prime}} \succeq 0 \text { for all } S \in \mathbb{S}, \quad y_{j j}, y_{S, j j^{\prime}} \in \mathbb{R} \text { for all } S, j, j^{\prime}\right\} .
\end{align*}
$$

With the problems written in standard form, it is now clear that (11) is the dual problem associated to (12); see Theorem 3.1 in Vandenberghe and Boyd (1996). Observe further that the primal problem is strictly feasible since $Y_{\mathbb{S}}=X_{\mathbb{S}}^{0}$ satisfies the linear constraints with $Y$ equal to the zero matrix. Hence, by standard duality results (Theorem 2.15 in Blekherman et al. (2012), Theorem 3.1 in Vandenberghe and Boyd (1996)), we have that

$$
\begin{aligned}
& \sup \left\{\langle C, X\rangle: X \succeq 0 \text { is block diagonal, }\left\langle E_{j j}-E_{11}, X\right\rangle=0 \text { for } j=2, \ldots, d,\right. \\
& \left.\quad\left\langle E_{j j^{\prime}}+E_{S, j j^{\prime}}, X\right\rangle=\left(\Sigma_{S}\right)_{j j^{\prime}} \quad \text { for } S \in \mathbb{S} \text { and } j, j^{\prime} \in S\right\} \\
& =\inf \left\{\sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S}\left(\Sigma_{S}\right)_{j j^{\prime}} y_{S, j j^{\prime}}: \sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S} y_{S, j j^{\prime}} E_{j j^{\prime}}+\sum_{j=2}^{d} y_{j j}\left(E_{j j}-E_{11}\right) \succeq I_{d},\right. \\
& \left.\sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S} y_{S, j j^{\prime}} E_{S, j j^{\prime}} \succeq 0 \text { for all } S \in \mathbb{S}, \quad y_{j j}, y_{S, j j^{\prime}} \in \mathbb{R} \text { for all } S, j, j^{\prime}\right\},
\end{aligned}
$$

and the result follows.
Proof of Proposition 4. (i) Convexity follows easily from basic properties of the supremum. Indeed, consider $\tilde{\Sigma}_{\mathbb{S}}:=\lambda \Sigma_{\mathbb{S}}^{(1)}+(1-\lambda) \Sigma_{\mathbb{S}}^{(2)}$ with $\lambda \in[0,1]$. Observe that $R$ is well defined at $\tilde{\Sigma}_{\mathbb{S}}$, as the convex combination of correlation matrices is still a correlation matrix. Then, for all $\lambda \in[0,1]$,

$$
\begin{aligned}
R\left(\tilde{\Sigma}_{\mathbb{S}}\right)= & \sup \left\{-\frac{1}{d}\left\langle X_{\mathbb{S}}, \tilde{\Sigma}_{\mathbb{S}}\right\rangle: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}}+Y \succeq 0 \text { for some } Y \in \mathcal{Y}\right\} \\
= & \sup \left\{-\frac{1}{d}\left\langle X_{\mathbb{S}}, \lambda \Sigma_{\mathbb{S}}^{(1)}+(1-\lambda) \Sigma_{\mathbb{S}}^{(2)}\right\rangle: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}}+Y \succeq 0 \text { for some } Y \in \mathcal{Y}\right\} \\
\leq & \lambda \sup \left\{-\frac{1}{d}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}^{(1)}\right\rangle: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}}+Y \succeq 0 \text { for some } Y \in \mathcal{Y}\right\} \\
& +(1-\lambda) \sup \left\{-\frac{1}{d}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}^{(2)}\right\rangle: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq \mathbb{S} 0, A^{*} X_{\mathbb{S}}+Y \succeq 0 \text { for some } Y \in \mathcal{Y}\right\}
\end{aligned}
$$

$$
=\lambda R\left(\Sigma_{\mathbb{S}}^{(1)}\right)+(1-\lambda) R\left(\Sigma_{\mathbb{S}}^{(2)}\right)
$$

and the convexity of $R(\cdot)$ follows.
(ii) $R$ acts on $\mathcal{P}_{\mathbb{S}}$, which is the space of correlation matrices over the patterns $\mathbb{S}$. Now, the spectrahedron of all correlation matrices of dimension $p$,

$$
\mathcal{E}_{p}=\left\{\left(x_{1}, \ldots, x_{\binom{p}{2}}\right) \in \mathbb{R}^{\binom{p}{2}}: \Sigma_{\boldsymbol{x}}=\left(\begin{array}{cccc}
1 & x_{1} & \cdots & x_{p-1} \\
x_{1} & 1 & \cdots & x_{2 p-3} \\
\vdots & \vdots & \ddots & \vdots \\
x_{p-1} & x_{2 p-3} & \cdots & 1
\end{array}\right) \succeq 0\right\}
$$

is called the elliptope, and identifies a closed subset of $\mathbb{R}^{\binom{p}{2}}$. This follows from the fact that the symmetry condition $\Sigma_{\boldsymbol{x}}=\Sigma_{\boldsymbol{x}}^{T}$ defines a linear subspace of $\mathbb{R}^{p}$ of dimension $\binom{p}{2}$, while the PSD condition $v^{T} \Sigma_{\boldsymbol{x}} v \geq 0$ for all $v \in \mathbb{R}^{p}$ defines a closed subset of $\mathbb{R}^{\binom{p}{2}}$, which is a convex cone. For further insights, refer to Laurent and Poljak (1996). This implies that, for every pattern $\mathbb{S}, \mathcal{P}_{\mathbb{S}}$ can be identified with a closed subspace of $\mathbb{R}^{s}$, where $s=\sum_{S \in \mathbb{S}}\binom{|S|}{2}$. The continuity of $R$ follows from the fact that every convex function that is finite on $\mathbb{R}^{s}$ is necessarily continuous (see Corollary 10.1.1. in Rockafellar (1970)).

To prove (iii), we will make use of the fact that the dual characterisation allows us to express $R\left(\Sigma_{\mathbb{S}^{\prime}}\right)$ as

$$
1-\frac{1}{d^{\prime}} \sup \left\{\operatorname{tr}(\Sigma): \Sigma \in \mathcal{P}^{*}, \Sigma_{11}=\ldots=\Sigma_{d^{\prime} d^{\prime}}, \Sigma_{\mathbb{S}^{\prime}}-A_{\mathbb{S}^{\prime}} \Sigma \succeq \succeq_{\mathbb{S}^{\prime}} 0\right\}
$$

where $d^{\prime}=\left|\cup_{S \in \mathbb{S}^{\prime}} S\right|$. Now, let $\tilde{\Sigma}$ be an optimal feasible matrix for $\Sigma_{\mathbb{S}^{\prime}}$, where all the diagonal elements of $\tilde{\Sigma}$ are the equal to each other by definition of $R$. Then, if we consider the restriction of $\tilde{\Sigma}$ on $\cup_{S \in \mathbb{S}} S$, call it $\tilde{\Sigma}_{\mid \mathbb{S}}$, it is clear that $\Sigma_{\mathbb{S}}-A_{\mathbb{S}} \tilde{\Sigma}_{\mid \mathbb{S}} \succeq_{\mathbb{S}} 0$, since $\Sigma_{\mathbb{S}^{\prime}}-A_{\mathbb{S}^{\prime}} \Sigma \succeq_{\mathbb{S}^{\prime}} 0$ and $\Sigma_{\mathbb{S}} \subseteq \Sigma_{\mathbb{S}^{\prime}}$ by hypothesis, while $\tilde{\Sigma}_{\mid \mathbb{S}} \succeq 0$ follows again by Cauchy's interlacing theorem. Hence, calling $d=\left|\cup_{S \in \mathbb{S}} S\right|$, for every $\tilde{\Sigma}$ that is optimal for $\Sigma_{\mathbb{S}^{\prime}}$, we can construct a feasible $\tilde{\Sigma}_{\mid \mathbb{S}}$ for $\Sigma_{\mathbb{S}}$ such that $1-\operatorname{tr}\left(\tilde{\Sigma}_{\mid \mathbb{S}}\right) / d=R\left(\Sigma_{\mathbb{S}^{\prime}}\right)$, which completes the proof.

Proof of Proposition 5. Let $\sigma_{\mathbb{S}}^{2}$ be a nonnegative sequence such that $\overline{\mathrm{av}}_{j}\left(\sigma_{\mathbb{S}}^{2}\right)=1$ for all $j \in[d]$. Using, for the third equality, the facts that $A_{V} \mathbf{1}_{d}$ also satisfies these properties and that $\overline{\mathrm{av}}$ is linear, we have that

$$
\begin{aligned}
1-V\left(\sigma_{\mathbb{S}}^{2}\right) & =1-\inf \left\{\epsilon \in[0,1]: \sigma_{\mathbb{S}}^{2}=(1-\epsilon) A_{V} \mathbf{1}_{d}+\epsilon{\sigma_{\mathbb{S}}^{\prime}}^{2} \text { with } \overline{\operatorname{av}}_{j}\left(\sigma_{\mathbb{S}}^{\prime 2}\right)=1 \text { for all } j \in[d]\right\} \\
& =\sup \left\{\epsilon \in[0,1]: \sigma_{\mathbb{S}}^{2}=\epsilon A_{V} \mathbf{1}_{d}+(1-\epsilon) \sigma_{\mathbb{S}}^{\prime 2} \text { with } \overline{\operatorname{av}}_{j}\left(\sigma_{\mathbb{S}}^{\prime 2}\right)=1 \text { for all } j \in[d]\right\} \\
& =\sup \left\{\epsilon \in[0,1]: \epsilon \leq \min _{j \in[d]} \min _{S \in \mathbb{S}_{j}} \sigma_{S, j}^{2}\right\}=\min _{j \in[d]} \min _{S \in \mathbb{S}_{j}} \sigma_{S, j}^{2}
\end{aligned}
$$

as claimed.

### 6.2 Proofs for Section 3

Proof of Theorem 6. We are interested in finding $C_{\alpha} \in(0,1)$ such that $\forall \alpha \in(0,1)$

$$
\mathbb{P}_{H_{0}}\left(\widehat{T} \geq C_{\alpha}\right)=\mathbb{P}_{H_{0}}\left(R\left(\widehat{\Sigma}_{\mathbb{S}}\right)+V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha}\right) \leq \alpha
$$

First, observe that

$$
\mathbb{P}_{H_{0}}\left(R\left(\widehat{\Sigma}_{\mathbb{S}}\right)+V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha}\right) \leq \mathbb{P}_{H_{0}}\left(R\left(\widehat{\Sigma}_{\mathbb{S}}\right) \geq C_{\alpha} / 2\right)+\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha} / 2\right)
$$

and let us concentrate on the first term. For simplicity we replace our assumption that $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}$ by the assumption that $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} 2 c I_{\mathbb{S}}$. We have

$$
\begin{equation*}
\mathbb{P}_{H_{0}}\left(R\left(\widehat{\Sigma}_{\mathbb{S}}\right) \geq C_{\alpha} / 2\right) \leq \mathbb{P}_{H_{0}}\left(R\left(\widehat{\Sigma}_{\mathbb{S}}\right) \geq C_{\alpha} / 2, \widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right)+1-\mathbb{P}_{H_{0}}\left(\widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right) \tag{13}
\end{equation*}
$$

Since $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} 2 c I_{\mathbb{S}}$ by assumption, we may bound the second part of (13) by writing

$$
\begin{aligned}
1 & =\mathbb{P}_{H_{0}}\left(\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} 2 c I_{\mathbb{S}}\right)=\mathbb{P}_{H_{0}}\left(\Sigma_{\mathbb{S}}-\widehat{\Sigma}_{\mathbb{S}}+\widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} 2 c I_{\mathbb{S}}\right) \\
& \leq \mathbb{P}_{H_{0}}\left(\Sigma_{\mathbb{S}}-\widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right)+\mathbb{P}_{H_{0}}\left(\widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right) \\
& \leq \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c\right)+\mathbb{P}_{H_{0}}\left(\widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right)
\end{aligned}
$$

This implies that

$$
1-\mathbb{P}_{H_{0}}\left(\widehat{\Sigma}_{\mathbb{S}} \succeq c I_{\mathbb{S}}\right) \leq \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c\right)
$$

Now, define

$$
\overline{\operatorname{tr}}\left(X_{\mathbb{S}}\right)=\sum_{j=1}^{d}\left|\mathbb{S}_{j}\right|^{-1} \sum_{S \in \mathbb{S}_{j}}\left(X_{S}\right)_{j j}
$$

and observe that, for all $X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$, we have $\left\langle X_{\mathbb{S}}^{0}, X_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\overline{\operatorname{tr}}\left(X_{\mathbb{S}}\right)$. See Proposition 20 in Appendix B for a proof of this fact. Using the arguments leading up to (4) above, the first term on the right-hand side of (13) can be written as

$$
\mathbb{P}_{H_{0}}\left(R\left(\widehat{\Sigma}_{\mathbb{S}}\right) \geq C_{\alpha} / 2, \widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right)=\mathbb{P}_{H_{0}}\left(\sup _{X_{\mathbb{S}} \in \mathcal{F}_{c}}-\frac{1}{d}\left\langle X_{\mathbb{S}}, \widehat{\Sigma}_{\mathbb{S}}\right\rangle_{\mathbb{S}} \geq C_{\alpha} / 2, \widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right)
$$

where $\mathcal{F}_{c}=\left\{X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}}+Y \succeq 0\right.$ for some $\left.Y \in \mathcal{Y},\left\langle X_{\mathbb{S}}+X_{\mathbb{S}}^{0}, 2 c I_{\mathbb{S}}\right\rangle_{\mathbb{S}} \leq d\right\}$. Discarding the condition $A^{*} X_{\mathbb{S}}+Y \succeq 0$ for some $Y \in \mathcal{Y}$ and enlarging our feasible to $\tilde{\mathcal{F}}_{c}:=\left\{X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0,\left\langle X_{\mathbb{S}}+X_{\mathbb{S}}^{0}, 2 c I_{\mathbb{S}}\right\rangle_{\mathbb{S}} \leq d\right\}$, we have

$$
\begin{aligned}
\mathbb{P}_{H_{0}}\left(R\left(\widehat{\Sigma}_{\mathbb{S}}\right) \geq C_{\alpha} / 2, \widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right) & =\mathbb{P}_{H_{0}}\left(\widehat{R}-R \geq C_{\alpha} / 2, \widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right) \leq \mathbb{P}_{H_{0}}\left(|\widehat{R}-R| \geq C_{\alpha} / 2, \widehat{\Sigma}_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}\right) \\
& \leq \mathbb{P}_{H_{0}}\left(\sup _{X_{\mathbb{S}} \in \tilde{\mathcal{F}}_{c}}\left|-\frac{1}{d}\left\langle X_{\mathbb{S}}, \widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}\right| \geq C_{\alpha} / 2\right) \\
& =\mathbb{P}_{H_{0}}\left(\sup _{X_{\mathbb{S}} \in \tilde{\mathcal{F}}_{c}}\left|\left\langle X_{\mathbb{S}}+X_{\mathbb{S}}^{0}, \widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}-\left(\overline{\operatorname{tr}}\left(\widehat{\Sigma}_{\mathbb{S}}\right)-d\right)\right| \geq d \cdot C_{\alpha} / 2\right) \\
& \leq \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \cdot \sup _{X_{\mathbb{S}} \in \tilde{\mathcal{F}}_{c}}\left\|X_{\mathbb{S}}+X_{\mathbb{S}}^{0}\right\|_{*, \mathbb{S}} \geq d \cdot C_{\alpha} / 2\right) \\
& \leq \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \cdot d / c \geq d \cdot C_{\alpha} / 2\right)
\end{aligned}
$$

$$
=\mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c \cdot C_{\alpha} / 2\right)
$$

where we used Holder's inequality for sequences of matrices, and the fact that $\operatorname{tr}\left(\widehat{\Sigma}_{\mathbb{S}}\right)=d$, since $\widehat{\Sigma}_{\mathbb{S}}$ is a sequence of sample correlation matrices. Putting all the pieces together, we have

$$
\begin{aligned}
\mathbb{P}_{H_{0}}\left(\widehat{T} \geq C_{\alpha}\right) & \leq \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c \cdot C_{\alpha} / 2\right)+\mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c\right)+\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha} / 2\right) \\
& \leq 2 \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c \cdot C_{\alpha} / 2\right)+\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha} / 2\right)
\end{aligned}
$$

since $\mathbb{P}\left(X \geq x_{1}\right)+\mathbb{P}\left(X \geq x_{2}\right) \leq 2 \mathbb{P}\left(X \geq \min \left\{x_{1}, x_{2}\right\}\right)$. Hence, in order to bound this probability above by $\alpha$, it is sufficient to find $C_{\alpha}$ such that

$$
\begin{equation*}
\max \left\{\mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c \cdot C_{\alpha} / 2\right), \mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha} / 2\right)\right\} \leq \alpha / 3 \tag{14}
\end{equation*}
$$

As for the first term inside the maximum, we have

$$
\begin{aligned}
\mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}}\right. & \left.\geq c \cdot C_{\alpha} / 2\right) \leq \mathbb{P}_{H_{0}}\left(\max _{S \in \mathbb{S}}\left\|\widehat{\Sigma}_{S}-\Sigma_{S}\right\|_{2} \geq c \cdot C_{\alpha} / 2\right) \\
& \leq \sum_{S \in \mathbb{S}} \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{S}-\Sigma_{S}\right\|_{2} \geq c \cdot C_{\alpha} / 2\right) \leq|\mathbb{S}| \cdot \max _{S \in \mathbb{S}} \mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{S}-\Sigma_{S}\right\|_{2} \geq c \cdot C_{\alpha} / 2\right)
\end{aligned}
$$

Hence, calling

$$
\begin{aligned}
C_{t}(S):= & C_{1} \frac{\nu^{2}}{\sigma_{\min }^{2}}\left(\sqrt{\frac{|S|+\log (1 / t)}{n}} \vee \frac{|S|+\log (1 / t)}{n}\right)+C_{2} \frac{\nu^{4}}{\sigma_{\min }^{4}} \sqrt{\frac{|S| \log (|S| / t)}{n}} \\
& +C_{3} \frac{\nu^{4}}{\sigma_{\min }^{4}}\left(\sqrt{\frac{|S|+\log (1 / t)}{n}} \vee \frac{|S|+\log (1 / t)}{n}\right) \sqrt{\frac{|S| \log (|S| / t)}{n}}
\end{aligned}
$$

for all $S \in \mathbb{S}$, with $C_{1}, C_{2}, C_{3}>0$ sufficiently big universal constants, it is immediate to see using Proposition 7 that it is sufficient to take

$$
\begin{equation*}
C_{\alpha} \geq \frac{2}{c} \max _{S \in \mathbb{S}} C_{\alpha / 3|\mathbb{S}|}(S) \tag{15}
\end{equation*}
$$

in order to have $\mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq c \cdot C_{\alpha} / 2\right) \leq \alpha / 3$. As for the second term in the maximum in (14), since $V\left(\sigma_{\mathbb{S}}^{2}\right)=0$ under the null,

$$
\begin{aligned}
\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha} / 2\right) & =\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)-V\left(\sigma_{\mathbb{S}}^{2}\right) \geq C_{\alpha} / 2\right) \leq \mathbb{P}_{H_{0}}\left(\left|V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)-V\left(\sigma_{\mathbb{S}}^{2}\right)\right| \geq C_{\alpha} / 2\right) \\
& =\mathbb{P}_{H_{0}}\left(\left|\min _{j \in[d]]} \min _{S \in \mathbb{S}_{j}} \widehat{\sigma}_{S, j}^{2}-\min _{j \in[d]} \min _{S \in \mathbb{S}_{j}} \sigma_{S, j}^{2}\right| \geq C_{\alpha} / 2\right) \\
& \leq \mathbb{P}_{H_{0}}\left(\max _{j \in[d]} \max _{S \in \mathbb{S}_{j}}\left|\widehat{\sigma}_{S, j}^{2}-\sigma_{S, j}^{2}\right| \geq C_{\alpha} / 2\right) \\
& \leq \sum_{j \in[d]} \sum_{S \in \mathbb{S}_{j}} \mathbb{P}_{H_{0}}\left(\left|\widehat{\sigma}_{S, j}^{2}-\sigma_{S, j}^{2}\right| \geq C_{\alpha} / 2\right) \\
& \leq\left(\sum_{j \in[d]}\left|\mathbb{S}_{j}\right|\right) \max _{j \in[d]} \max _{S \in \mathbb{S}_{j}} \mathbb{P}_{H_{0}}\left(\left|\widehat{\sigma}_{S, j}^{2}-\sigma_{S, j}^{2}\right| \geq C_{\alpha} / 2\right) .
\end{aligned}
$$

Now, the standard Chernoff method gives, for all $j \in[d]$, for all $S \in \mathbb{S}_{j}$,

$$
\mathbb{P}_{H_{0}}\left(\left|\widehat{\sigma}_{S, j}^{2}-\sigma_{S, j}^{2}\right| \geq C_{\alpha} / 2\right) \leq \exp \left\{-\frac{n_{S} C_{\alpha}^{2}}{256 \nu^{4}}\right\} \leq \exp \left\{-\frac{\min _{S \in \mathbb{S}} n_{S} C_{\alpha}^{2}}{256 \nu^{4}}\right\}
$$

so that $\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha} / 2\right) \leq \alpha / 3$ is satisfied if

$$
\left(\sum_{j \in[d]}\left|\mathbb{S}_{j}\right|\right) \exp \left\{-\frac{\min _{S \in \mathbb{S}} n_{S} C_{\alpha}^{2}}{256 \nu^{4}}\right\} \leq \frac{\alpha}{3}
$$

Hence, it is sufficient to take

$$
\begin{equation*}
C_{\alpha} \geq 16 \nu^{2} \sqrt{\frac{\log \left(3 \sum_{j \in[d]}\left|\mathbb{S}_{j}\right| / \alpha\right)}{\min _{S \in \mathbb{S}} n_{S}}} \tag{16}
\end{equation*}
$$

In order to satisfy both (15) and (16) at the same time, it is sufficient to take the maximum between the two right-hand sides, and the statement follows.

Proof of Proposition 7. First, observe that a generic element of $\widehat{P}-P$, can be written as

$$
\widehat{P}_{i j}-P_{i j}=\frac{\widehat{\sigma}_{i j}}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-\frac{\sigma_{i j}}{\sigma_{i} \sigma_{j}}=\left(\frac{1}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-\frac{1}{\sigma_{i} \sigma_{j}}\right) \widehat{\sigma}_{i j}+\frac{\widehat{\sigma}_{i j}-\sigma_{i j}}{\sigma_{i} \sigma_{j}} .
$$

This implies that $\widehat{P}-P$ can be written as

$$
\widehat{P}-P=W \circ \widehat{\Sigma}+\tilde{W} \circ(\widehat{\Sigma}-\Sigma)
$$

where o stands for the matrix pointwise product, also known as Hadamard product, and $W, \tilde{W}$ satisfy $W_{i j}=1 / \widehat{\sigma}_{i} \widehat{\sigma}_{j}-1 / \sigma_{i} \sigma_{j}$ and $\tilde{W}_{i j}=1 / \sigma_{i} \sigma_{j}$. We will now bound the operator norm of this difference using the following facts about Hadamard products. First, as shown in (3.7.12) of Johnson (1989), if $A, B \in \mathcal{M}$ and $A \succeq 0$ then we have

$$
\|A \circ B\|_{2} \leq \max _{j \in[d]}\left|A_{j j}\right|\|B\|_{2}
$$

Second, for arbitrary $A, B \in \mathcal{M}$ and $v=\sum_{i=1}^{d} v_{i} \mathbf{e}_{i} \in \mathbb{R}^{d}$, we have

$$
\begin{aligned}
\|(A \circ B) v\| & =\left\|(A \circ B) \sum_{i=1}^{d} v_{i} \boldsymbol{e}_{i}\right\| \leq \sum_{i=1}^{d}\left|v_{i}\right|\left\|(A \circ B) e_{i}\right\| \\
& =\sum_{i=1}^{d}\left|v_{i}\right|\left\|\left(A_{1 i} B_{1 i}, \ldots, A_{d i} B_{d i}\right)^{T}\right\| \leq \sum_{i=1}^{d}\left|v_{i}\right|\left(\max _{j \in[d]}\left|A_{j i}\right|\right)\left\|\left(B_{1 i}, \ldots, B_{d i}\right)^{T}\right\| \\
& \leq\left(\max _{i, j \in[d]}\left|A_{i j}\right|\right) \sum_{i=1}^{d}\left|v_{i}\right|\left\|B \boldsymbol{e}_{i}\right\| \leq\left(\max _{i, j \in[d]}\left|A_{i j}\right|\right) \sum_{i=1}^{d}\left|v_{i}\right|\|B\|_{2} \leq \sqrt{d}\left(\max _{i, j \in[d]}\left|A_{i j}\right|\right)\|B\|_{2}\|v\|,
\end{aligned}
$$

where $\left\{\mathbf{e}_{i}\right\}_{i \in[d]}$ is the canonical basis for $\mathbb{R}^{d}$. Since $\tilde{W} \succeq 0$ these facts imply that

$$
\begin{aligned}
& \|\widehat{P}-P\|_{2} \leq\|W \circ \widehat{\Sigma}\|_{2}+\|\tilde{W} \circ(\widehat{\Sigma}-\Sigma)\|_{2} \leq\|W \circ \widehat{\Sigma}\|_{2}+\left(\max _{j \in[d]}\left|\tilde{W}_{j j}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2} \\
& \leq \sqrt{d}\left(\max _{i, j \in[d]}\left|W_{i j}\right|\right)\|\widehat{\Sigma}\|_{2}+\left(\max _{j \in[d]}\left|\tilde{W}_{j j}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2} \\
& \leq \sqrt{d}\left(\max _{i, j \in[d]}\left|W_{i j}\right|\right)\|\Sigma\|_{2}+\sqrt{d}\left(\max _{i, j \in[d]}\left|W_{i j}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2}+\left(\max _{j \in[d]}\left|\tilde{W}_{j j}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2} \\
& =\sqrt{d}\left(\max _{i, j \in[d]}\left|\frac{1}{\widehat{\sigma}_{i} \hat{\sigma}_{j}}-\frac{1}{\sigma_{i} \sigma_{j}}\right|\right)\|\Sigma\|_{2}+\sqrt{d}\left(\max _{i, j \in[d]}\left|\frac{1}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-\frac{1}{\sigma_{i} \sigma_{j}}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2}+\left(\max _{j \in[d]}\left|\frac{1}{\sigma_{j}^{2}}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2}
\end{aligned}
$$

For the second and final terms, Proposition 28 in Appendix D ensures that

$$
\mathbb{P}\left(\|\widehat{\Sigma}-\Sigma\|_{2} \geq x\right) \leq 2 \cdot 9^{d} \exp \left\{-n \frac{x}{16 \nu^{2}} \wedge\left(\frac{x}{16 \nu^{2}}\right)^{2}\right\}
$$

and inverting this bound, we get that

$$
\|\widehat{\Sigma}-\Sigma\|_{2} \leq C_{1} \nu^{2} \sqrt{\frac{d+\log (4 / t)}{n}} \vee \frac{d+\log (4 / t)}{n}
$$

with probability $\geq 1-t / 2$, for a universal constant $C_{1}>0$ sufficiently big. In this regard, we remark that universal constants might change from line to line, but we will use the same notation to ease the presentation. As for the first and second terms, writing $\sigma_{\min }^{2}$ for the smallest component of $\left(\sigma_{1}^{2}, \ldots, \sigma_{d}^{2}\right)$, observe that

$$
\begin{aligned}
\max _{i, j \in[d]}\left|\frac{1}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-\frac{1}{\sigma_{i} \sigma_{j}}\right| & =\max _{i, j \in[d]} \frac{1}{\sigma_{i} \sigma_{j}}\left|\frac{\sigma_{i} \sigma_{j}}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-1\right| \leq \frac{1}{\sigma_{\min }^{2}} \max _{i, j \in[d]}\left|\frac{\sigma_{i} \sigma_{j}}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-1\right| \\
& =\frac{1}{\sigma_{\min }^{2}} \max _{i, j \in[d]}\left|\frac{\sigma_{i} \sigma_{j}}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-\frac{\sigma_{i}}{\widehat{\sigma}_{i}}+\frac{\sigma_{i}}{\widehat{\sigma}_{i}}-1\right| \\
& \leq \frac{1}{\sigma_{\min }^{2}}\left(\max _{i, j \in[d]}\left|\frac{\sigma_{j}}{\widehat{\sigma}_{j}}\left(\frac{\sigma_{i}}{\widehat{\sigma}_{i}}-1\right)\right|+\max _{i \in[d]}\left|\frac{\sigma_{i}}{\widehat{\sigma}_{i}}-1\right|\right) \\
& =\frac{1}{\sigma_{\min }^{2}}\left(\max _{i \in[d]}\left|\frac{\sigma_{i}}{\widehat{\sigma}_{i}}-1\right| \max _{j \in[d]}\left|\frac{\sigma_{j}}{\widehat{\sigma}_{j}}\right|+\max _{i \in[d]}\left|\frac{\sigma_{i}}{\widehat{\sigma}_{i}}-1\right|\right) \\
& =\frac{1}{\sigma_{\min }^{2}}\left(\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2}\left\|D^{1 / 2} \widehat{D}^{-1 / 2}\right\|_{2}+\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2}\right)
\end{aligned}
$$

which implies that, in order to control $\max _{i, j \in[d]}\left|1 / \widehat{\sigma}_{i} \widehat{\sigma}_{j}-1 / \sigma_{i} \sigma_{j}\right|$, it is enough to control $\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2}$. To this aim, first observe that, for all $t \in[0,1]$,

$$
\mathbb{P}\left(\left|\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}-1\right|>t\right) \leq \mathbb{P}\left(\left|\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}-1\right|>t / 2\right)
$$

Indeed,

$$
\begin{aligned}
\mathbb{P}\left(\left|\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}-1\right|>t\right) & =\mathbb{P}\left(\left\{\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}>1+t\right\} \cup\left\{\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}<1-t\right\}\right) \\
& \leq \mathbb{P}\left(\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}>1+t\right)+\mathbb{P}\left(\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}<1-t\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\mathbb{P}\left(\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}<(1+t)^{-1}\right)+\mathbb{P}\left(\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}>(1-t)^{-1}\right) \\
& =\mathbb{P}\left(\widehat{\sigma}_{j}^{2}-\sigma_{j}^{2}<-\sigma_{j}^{2} t(1+t)^{-1}\right)+\mathbb{P}\left(\widehat{\sigma}_{j}^{2}-\sigma_{j}^{2}>\sigma_{j}^{2} t(1-t)^{-1}\right) \\
& =\mathbb{P}\left(\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}-1<-t(1+t)^{-1}\right)+\mathbb{P}\left(\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}-1>t(1-t)^{-1}\right)
\end{aligned}
$$

and since $t(1+t)^{-1}, t(1-t)^{-1} \geq t / 2$ for $t \in[0,1]$, we can conclude

$$
\mathbb{P}\left(\left|\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}-1\right|>t\right) \leq \mathbb{P}\left(\left|\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}-1\right|>t / 2\right)
$$

This is helpful, since we know how to control $\left|\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}-1\right|$. Indeed, since the $\mathbf{X}_{i}$ are $\nu$-subgaussian random vectors, the $X_{i j}$ for varying $i \in[n]$ are i.i.d. $\nu$-subgaussian random variables, hence the $X_{i j}^{2}$ for varying $i \in[n]$ are i.i.d. subexponential with parameters $\left(4 \sqrt{2} \nu^{2}, 4 \nu^{2}\right)$ (see Proposition 27 in the Appendix). For every $j \in[d]$ and every $t>0$, we can therefore use the standard Chernhoff method for subexponential random variables (see Proposition 26 in the Appendix) to see that

$$
\mathbb{P}\left(\left|\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}-1\right|>t\right)=\mathbb{P}\left(\left|\frac{1}{n} \sum_{i \in[n]}\left(X_{i j}^{2}-\mathbb{E}\left[X_{i j}^{2}\right]\right)\right|>\sigma_{j}^{2} t\right) \leq \exp \left\{-n \sigma_{j}^{4} t^{2} /\left(64 \nu^{4}\right)\right\}
$$

if $0 \leq \sigma_{j}^{2} t \leq 8 \nu^{2}$. In particular, this remains valid for $0 \leq t \leq 8$, being $\sigma_{j}^{2} \leq \nu^{2}$, and since we are interested in small values of $t$, we are allowed to focus just on this subgaussian regime in our analysis. Inverting the previous bound, we have that

$$
\begin{aligned}
& 1-\mathbb{P}\left(\left|\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}-1\right| \leq \frac{16 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}, \forall j \in[d]\right)=\mathbb{P}\left(\exists j \in[d]:\left|\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}-1\right| \leq \frac{16 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}\right) \\
& \quad \leq \sum_{j=1}^{d} \mathbb{P}\left(\left|\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}-1\right| \leq \frac{16 \nu^{2}}{\sigma_{j}^{2}} \sqrt{\frac{\log (4 d / t)}{n}}\right) \leq \sum_{j=1}^{d} \mathbb{P}\left(\left|\widehat{\sigma}_{j}^{2} / \sigma_{j}^{2}-1\right| \leq \frac{8 \nu^{2}}{\sigma_{j}^{2}} \sqrt{\frac{\log (4 d / t)}{n}}\right) \leq t
\end{aligned}
$$

Now, following similar lines as in Oliveira (2010), since for any $x \in[-3 / 4,3 / 4]$ we have $|\sqrt{1+x}-1| \leq x$ by the mean value theorem, if we assume $9 \sigma_{\min }^{4} n \geq 1024 \nu^{4} \log (4 d / t)$ and take $x=\sigma_{j}^{2} / \widehat{\sigma}_{j}^{2}-1$, we also have

$$
\mathbb{P}\left(\left|\sigma_{j} / \widehat{\sigma}_{j}-1\right| \leq \frac{16 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}, \forall j \in[d]\right) \geq 1-t
$$

which leads to

$$
\mathbb{P}\left(\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2} \leq \frac{16 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}\right) \geq 1-t
$$

It follows that

$$
\begin{aligned}
\| D^{-1 / 2} \widehat{D}^{1 / 2} & -I\left\|_{2}\right\| D^{-1 / 2} \widehat{D}^{1 / 2}\left\|_{2}+\right\| D^{-1 / 2} \widehat{D}^{1 / 2}-I \|_{2} \\
& \leq \frac{16 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}\left(1+\frac{16 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}\right)+\frac{16 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}
\end{aligned}
$$

with probability $\geq 1-t$, and since for any $x \in[0,1 / 2]$ we have $x(1+x)+x \leq 5 x / 2$, assuming $\sigma_{\min }^{4} n \geq$
$1024 \nu^{4} \log (4 d / t)$, we obtain

$$
\left\|D^{-1 / 2} \widehat{D}^{1 / 2}-I\right\|_{2}\left\|D^{-1 / 2} \widehat{D}^{1 / 2}\right\|_{2}+\left\|D^{-1 / 2} \widehat{D}^{1 / 2}-I\right\|_{2} \leq \frac{40 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (4 d / t)}{n}}
$$

with probability $\geq 1-t$. This allows to conclude that

$$
\left\|D^{-1 / 2} \widehat{D}^{1 / 2}-I\right\|_{2}\left\|D^{-1 / 2} \widehat{D}^{1 / 2}\right\|_{2}+\left\|D^{-1 / 2} \widehat{D}^{1 / 2}-I\right\|_{2} \leq \frac{40 \nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (8 d / t)}{n}} \leq C_{2} \frac{\nu^{2}}{\sigma_{\min }^{2}} \sqrt{\frac{\log (d / t)}{n}}
$$

with probability $\geq 1-t / 2$, for a universal constant $C_{2}>0$ sufficiently big. This implies that

$$
\begin{aligned}
& \|\widehat{P}-P\|_{2} \\
& \leq\left(\max _{j \in[d]}\left|\frac{1}{\sigma_{j}^{2}}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2}+\sqrt{d}\left(\max _{i, j \in[d]}\left|\frac{1}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-\frac{1}{\sigma_{i} \sigma_{j}}\right|\right)\|\Sigma\|_{2}+\sqrt{d}\left(\max _{i, j \in[d]}\left|\frac{1}{\widehat{\sigma}_{i} \widehat{\sigma}_{j}}-\frac{1}{\sigma_{i} \sigma_{j}}\right|\right)\|\widehat{\Sigma}-\Sigma\|_{2} \\
& \leq \\
& \quad \frac{1}{\sigma_{\min }^{2}}\|\widehat{\Sigma}-\Sigma\|_{2}+\frac{\sqrt{d}}{\sigma_{\min }^{2}}\left(\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2}\left\|D^{1 / 2} \widehat{D}^{-1 / 2}\right\|_{2}+\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2}\right)+ \\
& \quad+\frac{\sqrt{d}}{\sigma_{\min }^{2}}\left(\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2}\left\|D^{1 / 2} \widehat{D}^{-1 / 2}\right\|_{2}+\left\|D^{1 / 2} \widehat{D}^{-1 / 2}-I\right\|_{2}\right)\|\widehat{\Sigma}-\Sigma\|_{2} \\
& \leq \\
& \quad C_{1} \frac{\nu^{2}}{\sigma_{\min }^{2}}\left(\sqrt{\frac{d+\log (4 / t)}{n}} \vee \frac{d+\log (4 / t)}{n}\right)+C_{2} \frac{\nu^{2}}{\sigma_{\min }^{4}}\|\Sigma\|_{2} \sqrt{\frac{d \log (d / t)}{n}} \\
& \quad+C_{3} \frac{\nu^{4}}{\sigma_{\min }^{4}}\left(\sqrt{\frac{d+\log (4 / t)}{n}} \vee \frac{d+\log (4 / t)}{n}\right) \sqrt{\frac{d \log (d / t)}{n}} \\
& \leq \\
& \quad C_{1} \frac{\nu^{2}}{\sigma_{\min }^{2}}\left(\sqrt{\frac{d+\log (1 / t)}{n}} \vee \frac{d+\log (1 / t)}{n}\right)+C_{2} \frac{\nu^{4}}{\sigma_{\min }^{4}} \sqrt{\frac{d \log (d / t)}{n}} \\
& \quad+C_{3} \frac{\nu^{4}}{\sigma_{\min }^{4}}\left(\sqrt{\frac{d+\log (1 / t)}{n}} \vee \frac{d+\log (1 / t)}{n}\right) \sqrt{\frac{d \log (d / t)}{n}}
\end{aligned}
$$

with probability $1-t$, due to the fact that $\|\Sigma\|_{2} \leq \nu^{2}$.
Proof of Proposition 8. We aim at finding a random threshold $C_{\alpha}\left(\mathcal{X}_{1}\right)$ depending on the first part of the data $\mathcal{X}_{1}$ such that $\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)+\widehat{R}_{2} \geq C_{\alpha}\left(\mathcal{X}_{1}\right)\right) \leq \alpha$, and since

$$
\mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right)+\widehat{R}_{2} \geq C_{\alpha}\left(\mathcal{X}_{1}\right)\right) \leq \mathbb{P}_{H_{0}}\left(V\left(\widehat{\sigma}_{\mathbb{S}}^{2}\right) \geq C_{\alpha}\left(\mathcal{X}_{1}\right) / 2\right)+\mathbb{P}_{H_{0}}\left(\widehat{R}_{2} \geq C_{\alpha}\left(\mathcal{X}_{1}\right)\right)
$$

we can control the first term as in Theorem 6, while for the second one it is sufficient to choose $C_{\alpha}\left(\mathcal{X}_{1}\right)$ such that

$$
\mathbb{P}_{H_{0}}\left(\widehat{R}_{2} \geq C_{\alpha}\left(\mathcal{X}_{1}\right) / 2\right)=\mathbb{P}_{H_{0}}\left(-\frac{1}{d}\left\langle\widehat{X}_{\mathbb{S}}^{(1)}, \widehat{\Sigma}_{\mathbb{S}}^{(2)}\right\rangle_{\mathbb{S}} \geq C_{\alpha}\left(\mathcal{X}_{1}\right) / 2\right) \leq \alpha / 2
$$

Using Holder's inequality for sequences of matrices, we have

$$
\mathbb{P}_{H_{0}}\left(-\frac{1}{d}\left\langle\widehat{X}_{\mathbb{S}}^{(1)}, \widehat{\Sigma}_{\mathbb{S}}^{(2)}\right\rangle_{\mathbb{S}} \geq C_{\alpha}\left(\mathcal{X}_{1}\right) / 2\right) \leq \mathbb{P}_{H_{0}}\left(-\frac{1}{d}\left\langle\widehat{X}_{\mathbb{S}}^{(1)}, \widehat{\Sigma}_{\mathbb{S}}^{(2)}-\Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}} \geq C_{\alpha}\left(\mathcal{X}_{1}\right) / 2\right)
$$

$$
\begin{aligned}
& \leq \mathbb{P}_{H_{0}}\left(\left|\left\langle\widehat{X}_{\mathbb{S}}^{(1)}, \widehat{\Sigma}_{\mathbb{S}}^{(2)}-\Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}\right| \geq d C_{\alpha}\left(\mathcal{X}_{1}\right) / 2\right) \\
& \leq \mathbb{P}_{H_{0}}\left(\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}}\left\|\widehat{\Sigma}_{\mathbb{S}}^{(2)}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq d C_{\alpha}\left(\mathcal{X}_{1}\right) / 2\right)
\end{aligned}
$$

Thus, if we choose $C_{\alpha}\left(\mathcal{X}_{1}\right):=2 \epsilon\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}} / d$, with $\epsilon>0$, it remains to choose $\epsilon$ such that

$$
\mathbb{P}_{H_{0}}\left(\left\|\widehat{\Sigma}_{\mathbb{S}}^{(2)}-\Sigma_{\mathbb{S}}\right\|_{2, \mathbb{S}} \geq \epsilon\right)=\mathbb{P}_{H_{0}}\left(\max _{S \in \mathbb{S}}\left\|\widehat{\Sigma}_{S}^{(2)}-\Sigma_{S}\right\|_{2} \geq \epsilon\right) \leq \alpha / 2
$$

This can be done again using Proposition 7, and the result follows.

### 6.3 Proofs for Section 4.1

Proof of Theorem 9. For the $d$-cycle, our measure of consistency of the variances is

$$
V\left(\Sigma_{\mathbb{S}}\right)=1-\min _{j \in[d]} \min _{S \in\{\{j-1, j\},\{j, j+1\}\}} \sigma_{S, j}^{2}
$$

We will show that testing

$$
H_{0}: V\left(\Sigma_{\mathbb{S}}\right)=0 \quad \text { vs. } \quad H_{1}(\rho): V\left(\Sigma_{\mathbb{S}}\right)>\rho
$$

requires at least a separation of the order $\sqrt{\log d / n}$, and since $T=V\left(\sigma_{\mathbb{S}}^{2}\right)+R\left(\Sigma_{\mathbb{S}}\right)$, the statement would follow. Formally, referring to the same $\mathcal{P}_{\mathbb{S}}(0)$ and $\mathcal{P}_{\mathbb{S}}(\rho)$ defined in Section 4 , this corresponds to assuming that $\Sigma_{\mathbb{S}}$ is always compatible, and constructing prior distributions just on $\left\{V\left(\sigma_{\mathbb{S}}^{2}\right)=0\right\}$ and $\left\{V\left(\sigma_{\mathbb{S}}^{2}\right)>\rho\right\}$. We construct a lower bound to show that the minimax separation in this case is at least $c_{1} \sqrt{\log d / \min _{i \in[d]} n_{i}}$, where $c_{1}>0$ is a universal constant. Let

$$
P_{0}=\left(N^{\otimes n_{1}}\left(\mathbf{0}_{2},\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right), \ldots, N^{\otimes n_{d}}\left(\mathbf{0}_{2},\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right)\right)
$$

and

$$
\begin{aligned}
P_{j}=\left(N^{\otimes n_{1}}\left(\mathbf{0}_{2},\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right)\right. & , \ldots, N^{\otimes n_{j}}\left(\mathbf{0}_{2},\left(\begin{array}{cc}
1 & 0 \\
0 & 1-\delta
\end{array}\right)\right), \\
& \left.N^{\otimes n_{j+1}}\left(\mathbf{0}_{2},\left(\begin{array}{cc}
1+\delta & 0 \\
0 & 1
\end{array}\right)\right), \ldots, N^{\otimes n_{d}}\left(\mathbf{0}_{2},\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right)\right),
\end{aligned}
$$

for $j \in[d]$, and $\delta>0$. It is clear that each $P_{j}$ lies in $H_{1}(\delta)$, and that

$$
\begin{aligned}
& \frac{d P_{j}}{d P_{0}}\left(\left(x_{1,1}, y_{1,1}\right), \ldots,\left(x_{1, n_{1}}, y_{1, n_{1}}\right),\left(x_{2,1}, y_{2,1}\right), \ldots,\left(x_{d, n_{d}}, y_{d, n_{d}}\right)\right. \\
& \quad=\prod_{h \in\left[n_{j}\right]} \frac{1}{(1-\delta)^{1 / 2}} \exp \left\{-\frac{\delta}{2(1-\delta)} y_{j, h}^{2}\right\} \prod_{h \in\left[n_{j+1}\right]} \frac{1}{(1+\delta)^{1 / 2}} \exp \left\{\frac{\delta}{2(1+\delta)} x_{j+1, h}^{2}\right\}
\end{aligned}
$$

Now, using the same strategy outlined in Section 4, it is enough to control the Total Variation distance

$$
\begin{aligned}
4 \mathrm{TV}\left\{P_{0}, \frac{1}{d} \sum_{j=1}^{d} P_{j}\right\}^{2} & \leq \chi^{2}\left(P_{0}, \frac{1}{d} \sum_{j=1}^{d} P_{j}\right)=\int \frac{\left\{\frac{1}{d} \sum_{j=1}^{d} d P_{j}\right\}^{2}}{d P_{0}}-1 \\
& =\frac{1}{d^{2}} \sum_{j_{1}, j_{2}=1}^{d} \int \frac{d P_{j_{1}} d P_{j_{2}}}{d P_{0}}-1=\frac{1}{d^{2}} \sum_{j_{1}, j_{2}=1}^{d} \int \frac{d P_{j_{1}}}{d P_{0}} \frac{d P_{j_{2}}}{d P_{0}} d P_{0}-1 .
\end{aligned}
$$

Now, it is easy to see that if $j_{2} \notin\left\{j_{1}-1, j_{1}, j_{1}+1\right\}$, then $\int \frac{d P_{j_{1}}}{d P_{0}} \frac{d P_{j_{2}}}{d P_{0}} d P_{0}=1$. This happens to be the case also when $j_{2}=j_{1} \pm 1$, since, for $j_{2}=j_{1}-1=: j-1$, we have

$$
\begin{aligned}
\int \frac{d P_{j_{1}}}{d P_{0}} \frac{d P_{j_{2}}}{d P_{0}} d P_{0}= & \int(1-\delta)^{-n_{j-1} / 2}\left(1-\delta^{2}\right)^{-n_{j} / 2}(1+\delta)^{-n_{j+1} / 2} \prod_{h \in\left[n_{j-1}\right]} \exp \left\{-\frac{\delta}{2(1-\delta)} y_{j-1, h}^{2}\right\} \\
& \times \prod_{h \in\left[n_{j}\right]} \exp \left\{\frac{\delta}{2(1+\delta)} x_{j, h}^{2}-\frac{\delta}{2(1-\delta)^{2}} y_{j, h}^{2}\right\} \prod_{h \in\left[n_{j+1}\right]} \exp \left\{\frac{\delta}{2(1+\delta)} x_{j+1, h}^{2}\right\} d P_{0} \\
= & \int \prod_{h \in\left[n_{j-1}\right]} \frac{1}{2 \pi(1-\delta)^{1 / 2}} \exp \left\{-\frac{1}{2}\binom{x_{j-1, h}}{y_{j-1, h}}^{T}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{1-\delta}
\end{array}\right)\binom{x_{j-1, h}}{y_{j-1, h}}\right\} d \boldsymbol{x}_{j-1} d \boldsymbol{y}_{j-1} \\
\times & \int \prod_{h \in\left[n_{j}\right]} \frac{1}{2 \pi\left(1-\delta^{2}\right)^{1 / 2}} \exp \left\{-\frac{1}{2}\binom{x_{j, h}}{y_{j, h}}^{T}\left(\begin{array}{cc}
\frac{1}{1+\delta} & 0 \\
0 & \frac{1}{1-\delta}
\end{array}\right)\binom{x_{j, h}}{y_{j, h}}\right\} d \boldsymbol{x}_{j} d \boldsymbol{y}_{j} \\
\times & \int \prod_{h \in\left[n_{j+1}\right]} \frac{1}{2 \pi(1+\delta)^{1 / 2}} \exp \left\{-\frac{1}{2}\binom{x_{j+1, h}}{y_{j+1, h}}^{T}\left(\begin{array}{cc}
\frac{1}{1+\delta} & 0 \\
0 & 1
\end{array}\right)\binom{x_{j+1, h}}{y_{j+1, h}}\right\} d \boldsymbol{x}_{j+1} d \boldsymbol{y}_{j+1},
\end{aligned}
$$

which is equal to 1 . Similarly, if $j_{1}=j_{2}=j$,

$$
\begin{aligned}
\int \frac{d P_{j_{1}}}{d P_{0}} \frac{d P_{j_{2}}}{d P_{0}} d P_{0}=\int(1-\delta)^{-n_{j}}(1+\delta)^{-n_{j+1}} \prod_{h \in\left[n_{j}\right]} \exp \left\{-\frac{\delta}{1-\delta} y_{j, h}^{2}\right\} \prod_{h \in\left[n_{j+1}\right]} \exp \left\{\frac{\delta}{1+\delta} x_{j+1, h}^{2}\right\} d P_{0} \\
=(1-\delta)^{-n_{j}}(1+\delta)^{-n_{j+1}} \int \prod_{h \in\left[n_{j}\right]} \frac{1}{2 \pi} \exp \left\{-\frac{1}{2}\binom{x_{j, h}}{y_{j, h}}^{T}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1+\delta}{1-\delta}
\end{array}\right)\binom{x_{j, h}}{y_{j, h}}\right\} d \boldsymbol{x}_{j} d \boldsymbol{y}_{j} \\
\times \int \prod_{h \in\left[n_{j+1}\right]} \frac{1}{2 \pi} \exp \left\{-\frac{1}{2}\binom{x_{j+1, h}}{y_{j+1, h}}^{T}\left(\begin{array}{cc}
\frac{1-\delta}{1+\delta} & 0 \\
0 & 1
\end{array}\right)\binom{x_{j, h}}{y_{j, h}}\right\} d \boldsymbol{x}_{j+1} d \boldsymbol{y}_{j+1} \\
=\left(1-\delta^{2}\right)^{-n_{j} / 2}\left(1-\delta^{2}\right)^{-n_{j+1} / 2} \int \prod_{h \in\left[n_{j}\right]} \frac{1}{2 \pi} \sqrt{\frac{1+\delta}{1-\delta}} \exp \left\{-\frac{1}{2}\binom{x_{j, h}}{y_{j, h}}^{T}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1+\delta}{1-\delta}
\end{array}\right)\binom{x_{j, h}}{y_{j, h}}\right\} d \boldsymbol{x}_{j} d \boldsymbol{y}_{j} \\
\quad \times \int \prod_{h \in\left[n_{j+1}\right]} \frac{1}{2 \pi} \sqrt{\frac{1-\delta}{1+\delta}} \exp \left\{-\frac{1}{2}\binom{x_{j+1, h}}{y_{j+1, h}}^{T}\left(\begin{array}{cc}
\frac{1-\delta}{1+\delta} & 0 \\
0 & 1
\end{array}\right)\binom{x_{j, h}}{y_{j, h}}\right\} d \boldsymbol{x}_{j+1} d \boldsymbol{y}_{j+1} \\
=\left(1-\delta^{2}\right)^{-n_{j} / 2}\left(1-\delta^{2}\right)^{-n_{j+1} / 2}=\left(1-\delta^{2}\right)^{-\left(n_{j}+n_{j+1}\right) / 2} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
4 \mathrm{TV}\left\{P_{0}, \frac{1}{d} \sum_{j=1}^{d} P_{j}\right\}^{2} & \leq \frac{1}{d^{2}} \sum_{j_{1}, j_{2}=1}^{d} \int \frac{d P_{j_{1}}}{d P_{0}} \frac{d P_{j_{2}}}{d P_{0}} d P_{0}-1 \\
& =\frac{1}{d^{2}} \sum_{j_{1}, j_{2}=1}^{d} \mathbb{1}_{j_{1}=j_{2}}\left(1-\delta^{2}\right)^{-\left(n_{j_{1}}+n_{j_{1}+1}\right) / 2}+\mathbb{1}_{j_{1} \neq j_{2}} \\
& =\frac{1}{d^{2}} \sum_{j=1}^{d}\left(1-\delta^{2}\right)^{-\left(n_{j}+n_{j+1}\right) / 2}-\frac{1}{d} \\
& \leq \frac{1}{d^{2}} \sum_{j=1}^{d} \exp \left\{-\left(n_{j}+n_{j+1}\right) \delta^{2} / 2\right\}-\frac{1}{d}
\end{aligned}
$$

from which we see that $\operatorname{TV}\left\{P_{0}, \frac{1}{d} \sum_{j=1}^{d} P_{j}\right\} \leq 1 / 2$ if $\delta \leq \sqrt{2 \log (1+d) /\left(n_{j}+n_{j+1}\right)}$ for all $j \in[d]$. The above bound on the total variation distance demonstrates that we may choose $\delta=\sqrt{\log (1+d) / \min _{j} n_{j}}$, and hence that we have

$$
\rho^{*} \geq \delta=\left\{\frac{\log (1+d)}{\min _{j} n_{j}}\right\}^{1 / 2}
$$

as claimed.
Proof of Proposition 10. We will prove the result using the dual characterisation, which allows expressing $R\left(\Sigma_{\mathbb{S}_{d}}\right)$ as

$$
1-\frac{1}{d} \sup \left\{\operatorname{tr}(\Sigma): \Sigma \in \mathcal{P}^{*}, \Sigma_{11}=\cdots=\Sigma_{d d}, \Sigma_{\mathbb{S}_{d}}-A \Sigma \succeq_{\mathbb{S}_{d}} 0\right\}
$$

Suppose that $\prod_{j=d+1}^{d+k} \rho_{j, j+1}=1$. We will show that $R\left(\Sigma_{\mathbb{S}_{d+k}}\right)=R\left(\Sigma_{\mathbb{S}_{d}}\right)$ by proving both $R\left(\Sigma_{\mathbb{S}_{d+k}}\right) \geq R\left(\Sigma_{\mathbb{S}_{d}}\right)$ and $R\left(\Sigma_{\mathbb{S}_{d+k}}\right) \leq R\left(\Sigma_{\mathbb{S}_{d}}\right)$. As for the first of these, for every $\tilde{\Sigma}$ optimal for $\Sigma_{\mathbb{S}_{d+k}}$, we will show that $\Sigma=\tilde{\Sigma}_{\mid[d]}$ is feasible for $\Sigma_{\mathbb{S}_{d}}$. Now, $\Sigma \succeq 0$ since $\tilde{\Sigma} \succeq 0$, and $\Sigma_{11}=\ldots=\Sigma_{d d}$ by definition of $\tilde{\Sigma}$. As for $\Sigma_{\mathbb{S}_{d}}-A_{\mathbb{S}_{d}} \Sigma \succeq_{\mathbb{S}} 0$, observe that $\Sigma_{\mathbb{S}_{d}}$ contains exactly the first $d$ matrices in $\Sigma_{\mathbb{S}_{d}}$, but $\mathbb{S}_{d}$ contains just $d-1$ patterns of $\Sigma_{\mathbb{S}_{d+k}}$. This is due to the fact that $\mathbb{S}_{d}$ has $\{d, 1\}$ in place of $\{d, d+1\}$, which prevents us from employing Proposition 4 (ii). Nonetheless, observe that $\tilde{\Sigma}_{1, d}=\tilde{\Sigma}_{d, d+1}$, due to the fact that $\tilde{\Sigma}_{j, j+1}=\rho_{j, j+1} \tilde{\Sigma}_{11}= \pm \tilde{\Sigma}_{11}$ for all $j \in\{d+1, \ldots, d+k\}$. Indeed, $\Sigma_{\mathbb{S}_{d+k}}-A_{\mathbb{S}_{d+k}} \tilde{\Sigma} \succeq_{\mathbb{S}_{d+k}} 0$ implies that

$$
\left(\begin{array}{cc}
1 & \pm 1 \\
\pm 1 & 1
\end{array}\right)-\left(\begin{array}{cc}
\tilde{\Sigma}_{11} & \tilde{\Sigma}_{j, j+1} \\
\tilde{\Sigma}_{j, j+1} & \tilde{\Sigma}_{11}
\end{array}\right) \succeq 0
$$

for all $j \in\{d+1, \ldots, d+k\}$, which can be satisfied if and only if $\tilde{\Sigma}_{j, j+1}= \pm \tilde{\Sigma}_{11}=\rho_{j, j+1} \tilde{\Sigma}_{11}$, since we must also have $\left|\tilde{\Sigma}_{j, j+1}\right| \leq \tilde{\Sigma}_{11}$ in order to have $\tilde{\Sigma} \succeq 0$. The fact that $\tilde{\Sigma}_{j, j+1}=\rho_{j, j+1} \tilde{\Sigma}_{11}$ for all $j \in\{d+1, \ldots, d+k\}$ implies that $\operatorname{Var}\left(X_{j+1}-\tilde{\Sigma}_{j+1, j+2} X_{j+2}\right)=0$, for all $j \in\{d, \cdots, d+k-1\}$, since $A_{\mathbb{S}_{d+k}} \tilde{\Sigma}$ is compatible. By induction, this gives $\operatorname{Var}\left(X_{d+1}-\prod_{j=d+1}^{d+k} \tilde{\Sigma}_{j, j+1} X_{1}\right)=0$ by which

$$
\tilde{\Sigma}_{1, d}=\frac{1}{\prod_{j=d+1}^{d+k} \tilde{\Sigma}_{j, j+1}} \tilde{\Sigma}_{d, d+1}=\frac{1}{\prod_{j=d+1}^{d+k} \rho_{j, j+1}} \tilde{\Sigma}_{d, d+1}=\tilde{\Sigma}_{d, d+1}
$$

Since $\tilde{\Sigma}_{1, d}=\tilde{\Sigma}_{d, d+1}$, we know that $\Sigma_{\mathbb{S}_{d+k}}-A_{\mathbb{S}_{d+k}} \tilde{\Sigma} \succeq_{\mathbb{S}_{d+k}} 0$ implies that $\Sigma_{\mathbb{S}_{d}}-A_{\mathbb{S}_{d}} \Sigma \succeq_{\mathbb{S}} 0$.
To show the reverse inequality, consider an optimal $\Sigma$ for $\Sigma_{\mathbb{S}_{d}}$ coming from the dual formulation above, and define

$$
\tilde{\Sigma}:=\left(\begin{array}{cc}
\Sigma & B \\
B^{T} & U
\end{array}\right)
$$

where

$$
U:=\Sigma_{11}\left(\begin{array}{ccc}
U_{11} & \cdots & U_{1 k} \\
\vdots & & \vdots \\
U_{k 1} & \cdots & U_{k k}
\end{array}\right)
$$

is such that $U=U^{T}, U_{i i}=1$ for $i \in[k], U_{i, i+1}=\rho_{d+i, d+i+1}$ for $i \in[k-1], U_{1 k}=U_{k 1}$ is either +1 or -1 to make this $(k-1)$-cycle completable, and the other entries are again +1 or -1 to make the cycle consistent; and

$$
B^{T}:=\left(\begin{array}{ccc}
B_{11} & \cdots & B_{1 d} \\
\vdots & & \vdots \\
B_{k 1} & \cdots & B_{k d}
\end{array}\right)
$$

is such that $B_{i j}=\Sigma_{1 j} \cdot U_{i 1}$ for $i \in[k], j \in[d]$. If such a $\tilde{\Sigma}$ is feasible for $\Sigma_{\mathbb{S}_{d+k}}$, then the result would follow from the fact that $R\left(\Sigma_{\mathbb{S}_{d+k}}\right) \leq 1-\operatorname{tr}(\tilde{\Sigma}) /(d+k)=1-\Sigma_{11}=R\left(\Sigma_{\mathbb{S}_{d}}\right)$. The condition $\Sigma_{\mathbb{S}_{d+k}}-A_{\mathbb{S}_{d+k}} \tilde{\Sigma} \succeq_{\mathbb{S}_{d+k}} 0$ is implied by $\Sigma_{\mathbb{S}_{d}}-A \Sigma \succeq_{\mathbb{S}_{d}} 0$, which is satisfied by hypothesis, and $\left(1-\Sigma_{11}\right) \Sigma_{\{i, i+1\}} \succeq 0$ for $i \in\{d+$ $1, \cdots, d+k-1\}$, which is again satisfied since $\Sigma_{11} \in[0,1]$ and $\Sigma_{\{i, i+1\}} \succeq 0$. Moreover, being a symmetric block matrix, $\tilde{\Sigma}$ is positive semi-definite if and only if $\Sigma \succeq 0$, which is true by hypothesis, $U-B^{T} \Sigma^{\dagger} B \succeq 0$, and $\left(I-\Sigma \Sigma^{\dagger}\right) B=0$, where $\Sigma^{\dagger}$ is the Moore-Penrose inverse of $\Sigma$. As for the first of these last two conditions, observe that the $(k, h)$-th entry of $B^{T} \Sigma^{\dagger} B$ is given by

$$
\left(B^{T} \Sigma^{\dagger} B\right)_{k h}=U_{k 1} \Sigma_{1}^{T} \Sigma^{\dagger} \Sigma_{1} U_{h 1}=U_{k 1} U_{h 1} \Sigma_{1}^{T} \Sigma^{\dagger} \Sigma_{1}=U_{k h} \Sigma_{1}^{T} \Sigma^{\dagger} \Sigma_{1}
$$

where $\Sigma_{1}$ is the first column of $\Sigma$. What is left to prove is to check that $\Sigma_{1}^{T} \Sigma^{\dagger} \Sigma_{1}=\operatorname{tr}\left(\Sigma_{1}^{T} \Sigma^{\dagger} \Sigma_{1}\right)=\Sigma_{11}$ and, to this aim, we will use the limit characterisation of the pseudoinverse (see pag. 19 in Albert (1972)), which allows writing $\Sigma^{\dagger}$ as $\lim _{\delta \rightarrow 0} \Sigma^{T}\left(\Sigma \Sigma^{T}+\delta^{2} I\right)^{-1}$. With this in mind, and calling $\lambda_{i}$ the eigenvalues of $\Sigma$, and $\boldsymbol{v}_{i}$ the associated orthonormal eigenvectors,

$$
\begin{aligned}
\operatorname{tr}\left(\Sigma_{1}^{T} \Sigma^{\dagger} \Sigma_{1}\right) & =\operatorname{tr}\left(\Sigma^{\dagger} \Sigma_{1} \Sigma_{1}^{T}\right)=\operatorname{tr}\left(\lim _{\delta \rightarrow 0} \Sigma^{T}\left(\Sigma \Sigma^{T}+\delta^{2} I\right)^{-1} \Sigma_{1} \Sigma_{1}^{T}\right) \\
& =\lim _{\delta \rightarrow 0} \operatorname{tr}\left(\left(\Sigma \Sigma^{T}+\delta^{2} I\right)^{-1} \Sigma_{1} \Sigma_{1}^{T} \Sigma^{T}\right)=\lim _{\delta \rightarrow 0} \operatorname{tr}\left(\sum_{i=1}^{d} \frac{1}{\lambda_{i}^{2}+\delta^{2}} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T} \Sigma_{1} \Sigma_{1}^{T} \Sigma^{T}\right) \\
& =\lim _{\delta \rightarrow 0} \sum_{i=1}^{d} \frac{1}{\lambda_{i}^{2}+\delta^{2}} \operatorname{tr}\left(\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T} \Sigma_{1} \Sigma_{1}^{T} \Sigma^{T}\right)=\lim _{\delta \rightarrow 0} \sum_{i, j=1}^{d} \frac{\lambda_{j}}{\lambda_{i}^{2}+\delta^{2}} \operatorname{tr}\left(\boldsymbol{v}_{j} \boldsymbol{v}_{j}^{T} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T} \Sigma_{1} \Sigma_{1}^{T}\right) \\
& =\lim _{\delta \rightarrow 0} \sum_{i=1}^{d} \frac{\lambda_{i}}{\lambda_{i}^{2}+\delta^{2}}\left\|\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T} \Sigma_{1}\right\|_{2}^{2}=\lim _{\delta \rightarrow 0} \sum_{i=1}^{d} \frac{\lambda_{i}}{\lambda_{i}^{2}+\delta^{2}}\left\|\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{T} \sum_{j=1}^{d} \lambda_{j} v_{j 1} \boldsymbol{v}_{j}\right\|_{2}^{2}
\end{aligned}
$$

$$
=\lim _{\delta \rightarrow 0} \sum_{i=1}^{d} \frac{\lambda_{i}^{3}}{\lambda_{i}^{2}+\delta^{2}}\left\|v_{i 1} \boldsymbol{v}_{i}\right\|_{2}^{2}=\sum_{i=1}^{d} \lambda_{i} v_{i 1}^{2}=\Sigma_{11}
$$

The other condition can be checked easily using again the limit characterisation of $\Sigma^{\dagger}$ and the spectral decomposition of $\Sigma$. This concludes the proof for the case $\prod_{j=d+1}^{d+k} \rho_{j, j+1}=+1$. On the other hand, if $\prod_{\tilde{\Sigma}}^{j=d+1} d \rho_{j, j+1}^{d+k}=-1, R\left(\Sigma_{\mathbb{S}_{d+k}}\right) \geq R\left(\Sigma_{\mathbb{S}_{d}}\right)$ follows after noticing that, if $\tilde{\Sigma}$ is optimal for $\Sigma_{\mathbb{S}_{d+k}}$, we must have $\tilde{\Sigma}_{d, d+1}=-\tilde{\Sigma}_{d, 1}$. As for $R\left(\Sigma_{\mathbb{S}_{d+k}}\right) \leq R\left(\Sigma_{\mathbb{S}_{d}}\right)$, the proof follows the exact same line as the one above, with the only exception that $B_{i j}$ should now be defined as $-\Sigma_{1 j} \cdot U_{i 1}$ for $i \in[k], j \in[d]$.

Proof of Example 4. Start by considering a 3-cycle. In the first case, the optimal $\Sigma$ of the dual representation

$$
R\left(\Sigma_{\mathbb{S}_{3}}\right)=1-\frac{1}{d} \sup \left\{\operatorname{tr}(\Sigma): \Sigma \in \mathcal{P}^{*}, \Sigma_{\mathbb{S}}-A \Sigma \succeq_{\mathbb{S}} 0, \Sigma_{11}=\Sigma_{22}=\Sigma_{33}\right\}
$$

must be of the form

$$
\left(\begin{array}{lll}
\lambda & x & \lambda \\
x & \lambda & y \\
\lambda & y & \lambda
\end{array}\right)
$$

for some $\lambda \in[0,1]$ and some $x, y \in[-\lambda, \lambda]$ in order to satisfy $\Sigma_{\mathbb{S}}-A \Sigma \succeq_{\mathbb{S}} 0$. Furthermore, since det $(\Sigma)=$ $-\lambda(x-y)^{2}$, we must have $x=y$ in order to satisfy $\Sigma \succeq 0$. It follows that

$$
\begin{aligned}
R\left(\Sigma_{\mathbb{S}_{3}}\right) & =1-\sup \left\{\lambda \in[0,1]: 1-\lambda \geq \max \left\{\left|x-\rho_{1}\right|,\left|x-\rho_{2}\right|\right\}, \text { with } x \in[-\lambda, \lambda]\right\} \\
& =\inf \left\{\epsilon \in[0,1]: \epsilon \geq \max \left\{\left|x-\rho_{1}\right|,\left|x-\rho_{2}\right|\right\}, \epsilon \leq 1-|x|\right\} \\
& =\inf \left\{\max \left\{\left|x-\rho_{1}\right|,\left|x-\rho_{2}\right|\right\} \in[0,1]: \max \left\{\left|x-\rho_{1}\right|,\left|x-\rho_{2}\right|\right\} \leq 1-|x|\right\}
\end{aligned}
$$

which is equal to $\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2$. As for the second case with $d=3$, setting $\rho_{2}=1$ in the above we see that if

$$
\Sigma_{\mathbb{S}_{3}}=\left\{\left(\begin{array}{cc}
1 & \rho_{1} \\
\rho_{1} & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right\}
$$

then $R\left(\Sigma_{\mathbb{S}_{3}}\right)=\left(1-\rho_{1}\right) / 2=\left(1-\cos \theta_{1}\right) / 2=\sin ^{2}\left(\theta_{1} / 2\right)$. Plugging in $\theta_{1}=\pi$ gives the sufficiency part of the second statement. As for the necessity part, Proposition 12 (i) implies that it is necessary that $\left|\rho_{i}\right|=1$ for all $i \in[d]$ for $R$ to be 1 .

Proof of Proposition 11. It is easy to see that we can always transform the original $d$-cycle into a new one where at most $\cos \theta_{1}$ is negative by changing some $X_{j}$ into $-X_{j}$. To see why, let $\theta=\left(\theta_{1}, \ldots, \theta_{d}\right)$ be such that $\theta_{j}=\mathbb{1}\left\{\rho_{j, j+1} \geq 0\right\}$, and observe that, if $\theta_{j-1}=0$ and $\theta_{j}=1$, changing the sign of $X_{j}$ corresponds to switching $\theta_{j-1}$ with $\theta_{j}$. Hence, it is easy to see that we can switch signs to some variables in order to reach a configuration of $\theta$ in which all the zeros are at the beginning, and all the ones at the end. It is now sufficient to couple the zeros starting from the end, and switch sign to make it both one, to get $\theta=\left(\theta_{1}, \mathbf{1}_{d-1}\right)$, where $\theta_{1}=+1$ if the number of original $\rho_{j, j+1}$ is even, and zero otherwise. As a by-product, this also shows that we can always assume without loss of generality that at most $\cos \theta_{1}$ is negative. Now, let $\tilde{\Sigma}_{\mathbb{S}_{d}}$ be this new $d$-cycle: what we want to show is that $R\left(\tilde{\Sigma}_{\mathbb{S}_{d}}\right)=R\left(\Sigma_{\mathbb{S}_{d}}\right)$, and, in order to do so, we will show that we can construct feasible $\tilde{X}_{\mathbb{S}}$ and $\tilde{\Sigma}$ for primal and dual problems of $\tilde{\Sigma}_{\mathbb{S}_{d}}$ which lead to the same target values,
using the optimal $X_{\mathbb{S}}$ and $\Sigma$ for $\Sigma_{\mathbb{S}_{d}}$. Starting from the dual problem, let $M$ be a diagonal matrix such that $M_{j j}=-1$ if $X_{j}$ was replaced with $-X_{j}$, and +1 otherwise. Then, it is easy to see $\tilde{\Sigma}=M \Sigma M$ has the same trace as $\Sigma$, and it is feasible for $\tilde{\Sigma}_{\mathbb{S}_{d}}$ : indeed, $\tilde{\Sigma} \succeq 0$ since it has the same spectrum as $\Sigma$, being similar matrices, and $\tilde{\Sigma}_{\mathbb{S}_{d}}-A \tilde{\Sigma} \succeq_{\mathbb{S}_{d}} 0$ because for every $j \in[d]$ we have

$$
\begin{aligned}
& \tilde{\Sigma}_{\{j, j+1\}}-\tilde{\Sigma}_{\mid\{j, j+1\}}=\left(\begin{array}{cc}
1 & \tilde{\rho}_{j} \\
\tilde{\rho}_{j} & 1
\end{array}\right)-\left(\begin{array}{cc}
\tilde{\Sigma}_{j, j} & \tilde{\Sigma}_{j, j+1} \\
\tilde{\Sigma}_{j, j+1} & \tilde{\Sigma}_{j+1, j+1}
\end{array}\right) \\
&=\left(\begin{array}{cc}
1 & M_{j, j} M_{j+1, j+1} \rho_{j} \\
M_{j, j} M_{j+1, j+1} \rho_{j} & 1
\end{array}\right)-\left(\begin{array}{cc}
\Sigma_{j, j} & M_{j, j} M_{j+1, j+1} \Sigma_{j, j+1} \\
M_{j, j} M_{j+1, j+1} \Sigma_{j, j+1} & \Sigma_{j+1, j+1}
\end{array}\right) \\
&=\left(\begin{array}{cc}
1-\Sigma_{j, j} & M_{j, j} M_{j+1, j+1}\left(\rho_{j}-\Sigma_{j}\right) \\
M_{j, j} M_{j+1, j+1}\left(\rho_{j}-\Sigma_{j}\right) & 1-\Sigma_{j+1, j+1}
\end{array}\right) \succeq 0,
\end{aligned}
$$

since $\left|M_{j, j} M_{j+1, j+1}\left(\rho_{j}-\Sigma_{j}\right)\right|=\left|\rho_{j}-\Sigma_{j}\right| \leq 1-\Sigma_{j, j}=1-\Sigma_{j+1, j+1}$, due to the fact that $\Sigma$ is feasible for $\Sigma_{\mathbb{S}}$. As for the primal problem, it is sufficient to define $\tilde{X}_{\mathbb{S}}=A M \cdot X_{\mathbb{S}} \cdot A M$, where $\cdot$ acts pointwise, which essentially consists in changing the signs of the off-diagonal entries of $X_{\mathbb{S}}$ according to $M$. Let

$$
X_{\{j, j+1\}}=\left(\begin{array}{cc}
x_{j, 11} & x_{j, 12} \\
x_{j, 21} & x_{j, 22}
\end{array}\right) \text { and } \tilde{X}_{\{j, j+1\}}=\left(\begin{array}{cc}
\tilde{x}_{j, 11} & \tilde{x}_{j, 12} \\
\tilde{x}_{j, 21} & \tilde{x}_{j, 22}
\end{array}\right)=\left(\begin{array}{cc}
x_{j, 11} & M_{j, j} M_{j+1, j+1} x_{j, 12} \\
M_{j, j} M_{j+1, j+1} x_{j, 21} & x_{j, 22}
\end{array}\right)
$$

for all $j \in[d]$. It is easy to show that $\tilde{X}_{\mathbb{S}}$ is feasible, and clearly leads to $\left\langle\tilde{X}_{\mathbb{S}}, \tilde{\Sigma}_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}$ since, for a generic pattern $j \in[d]$, we have

$$
\begin{aligned}
\left\langle\tilde{X}_{\{j, j+1\}}, \tilde{\Sigma}_{\{j, j+1\}}\right\rangle & =\left\langle\left(\begin{array}{cc}
\tilde{x}_{j, 11} & \tilde{x}_{j, 12} \\
\tilde{x}_{j, 21} & \tilde{x}_{j, 22}
\end{array}\right),\left(\begin{array}{cc}
1 & \tilde{\rho}_{j} \\
\tilde{\rho}_{j} & 1
\end{array}\right)\right\rangle \\
& =\left\langle\left(\begin{array}{cc}
x_{j, 11} & M_{j, j} M_{j+1, j+1} x_{j, 12} \\
M_{j, j} M_{j+1, j+1} x_{j, 21} & x_{j, 22}
\end{array}\right),\left(\begin{array}{cc}
1 & M_{j, j} M_{j+1, j+1} \rho_{j} \\
M_{j, j} M_{j+1, j+1} \rho_{j} & 1
\end{array}\right)\right\rangle \\
& =x_{j, 11}+x_{j, 22}+M_{j, j}^{2} M_{j+1, j+1}^{2} x_{j, 12} \rho_{j}+M_{j, j}^{2} M_{j+1, j+1}^{2} x_{j, 21} \rho_{j} \\
& =x_{j, 11}+x_{j, 22}+x_{j, 12} \rho_{j}+x_{j, 21} \rho_{j} \\
& =\left\langle\left(\begin{array}{cc}
x_{j, 11} & x_{j, 12} \\
x_{j, 21} & x_{j, 22}
\end{array}\right),\left(\begin{array}{cc}
1 & \rho_{j} \\
\rho_{j} & 1
\end{array}\right)\right\rangle=\left\langle X_{\{j, j+1\}}, \Sigma_{\{j, j+1\}}\right\rangle
\end{aligned}
$$

This completes the proof.
Proof of Proposition 12. (i) We may suppose without loss of generality that $\left|\rho_{i}\right| \neq 1$ as, otherwise, we may perform the reduction given in Proposition 10. Possibly, this reduces the $d$-cycle to a 3 -cycle: if there are no more correlations equal to $\pm 1$, then we proceed, otherwise we know $R$ exactly thanks to Example 4 and we can check that the claim holds. Now, calling $M_{i, i+1}=\cos \varphi_{i}$, we have

$$
\begin{aligned}
\lambda^{*}=1-R\left(\Sigma_{\mathbb{S}}\right) & =\frac{1}{d} \sup \left\{\operatorname{tr}(\Sigma): \Sigma \succeq 0, \Sigma_{11}=\ldots=\Sigma_{d d}, \Sigma_{\mathbb{S}^{\prime}}-A \Sigma \succeq_{\mathbb{S}^{\prime}} 0\right\} \\
& =\sup \left\{\lambda: M \succeq 0, M_{11}=\ldots=M_{d d}=1,1-\lambda \geq\left|\rho_{i}-\lambda \cos \varphi_{i}\right| \text { for all } i \in[d]\right\}
\end{aligned}
$$

$$
\begin{aligned}
=\sup \left\{\lambda: \lambda \leq \min _{i \in[d]} \min \right. & \left\{\frac{1-\rho_{i}}{1-\cos \varphi_{i}}, \frac{1+\rho_{i}}{1+\cos \varphi_{i}}\right\}, \\
& \left.\sum_{i \in K} \varphi_{i} \leq(|K|-1) \pi+\sum_{i \notin K} \varphi_{i} \text { for all } K \subseteq[d] \text { with }|K| \text { odd }\right\} .
\end{aligned}
$$

Now, this implies that

$$
\begin{aligned}
& \frac{1}{\lambda^{*}}=\inf \left\{z: z \geq \max _{i \in[d]} \max \left\{\frac{1-\cos \varphi_{i}}{1-\rho_{i}}, \frac{1+\cos \varphi_{i}}{1+\rho_{i}}\right\},\right. \\
&\left.\sum_{i \in K} \varphi_{i} \leq(|K|-1) \pi+\sum_{i \notin K} \varphi_{i} \text { for all } K \subseteq[d] \text { with }|K| \text { odd }\right\} .
\end{aligned}
$$

Calling $g\left(\varphi_{i}\right)=\left(1-\cos \varphi_{i}\right) /\left(1-\rho_{i}\right)$ and $h\left(\varphi_{i}\right)=\left(1+\cos \varphi_{i}\right) /\left(1+\rho_{i}\right)$ for all $i \in[d]$, this is a linearly constrained finite minimax problem (see Chapter 2 in Polak (2012)), namely

$$
\frac{1}{\lambda^{*}}=\min \max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}
$$

under the $2^{d-1}$ linear constraints

$$
\sum_{i \in K} \varphi_{i} \leq(|K|-1) \pi+\sum_{i \notin K} \varphi_{i} \text { for all } K \subseteq[d] \text { with }|K| \text { odd, }
$$

which is equivalent to

$$
\begin{aligned}
& \operatorname{minimise} z \\
& \text { subject to } g\left(\varphi_{i}\right) \leq z \text { for all } i \in[d], \\
& h\left(\varphi_{i}\right) \leq z \text { for all } i \in[d], \\
& \sum_{i \in K} \varphi_{i} \leq(|K|-1) \pi+\sum_{i \notin K} \varphi_{i} \text { for all } K \subseteq[d] \text { with }|K| \text { odd. }
\end{aligned}
$$

As a result, every optimal solution $\left(\varphi_{1}^{*}, \ldots, \varphi_{d}^{*}\right)$ must satisfy the Karush-Kuhn-Tucker (KKT) conditions (see Chapter 5 of Boyd and Vandenberghe (2004), Chapter 28-30 of Rockafellar (1970))
(i) $\left(\frac{\lambda_{i}}{1-\rho_{i}}-\frac{\lambda_{i+d}}{1+\rho_{i}}\right) \sin \varphi_{i}=\sum_{\substack{|K| \text { odd } \\ i \in K}} \mu_{K}-\sum_{\substack{|K| \text { ood } \\ i \in K^{c}}} \mu_{K}$, for all $i \in[d]$,
(ii) $\lambda_{i} \geq 0, \lambda_{d+i} \geq 0$, for all $i \in[d]$,
(iii) $\sum_{i=1}^{d}\left(\lambda_{i}+\lambda_{d+i}\right)=1$,
(iv) $\quad \lambda_{i}\left(g\left(\varphi_{i}\right)-\max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}\right)=0$, for all $i \in[d]$,
(v) $\lambda_{d+i}\left(h\left(\varphi_{i}\right)-\max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}\right)=0$, for all $i \in[d]$,
(vi) $\left.g\left(\varphi_{i}\right) \leq \max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}\right)$, for all $i \in[d]$,

$$
\begin{array}{ll}
\text { (vii) } & \left.h\left(\varphi_{i}\right) \leq \max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}\right) \text {, for all } i \in[d], \\
\text { (viii) } & \mu_{K} \geq 0, \text { for all } K \subseteq[d] \text { with }|K| \text { odd, } \\
\text { (ix) } & \sum_{i \in K} \varphi_{i} \leq(|K|-1) \pi+\sum_{i \notin K} \varphi_{i} \text { for all } K \subseteq[d] \text { with }|K| \text { odd, } \\
\text { (x) } & \mu_{K}\left(\sum_{i \in K} \varphi_{i}-(|K|-1) \pi-\sum_{i \notin K} \varphi_{i}\right)=0, \text { for all } K \subseteq[d] \text { with }|K| \text { odd. }
\end{array}
$$

Now, observe that conditions (iv) and (v) imply that, for all $i \in[d]$, either $g\left(\varphi_{i}\right)$ or $h\left(\varphi_{i}\right)$ reaches the maximum, meaning that the minimal $1 / \lambda^{*}$ is equal to this common value. Indeed, if the original $d$-cycle is completable, this statement is trivial, since we must have $\left|\rho_{i}-\cos \varphi_{i}^{*}\right|=0$. This is the only case in which we can have

$$
\frac{1-\rho_{i}}{1-\cos \varphi_{i}}=\frac{1+\rho_{i}}{1+\cos \varphi_{i}}=1
$$

meaning that when the $d$-cycle is incompatible, then either $\max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}-g\left(\varphi_{i}\right)>0$ or $\max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}-h\left(\varphi_{i}\right)>0$. Indeed, if $R>0$, either $\lambda_{i}$ or $\lambda_{d+i}$ must be equal to zero since either $g\left(\varphi_{i}\right)$ or $h\left(\varphi_{i}\right)$ has a strictly positive gap from $\max _{i \in[d]} \max \left\{g\left(\varphi_{i}\right), h\left(\varphi_{i}\right)\right\}$. If both $\lambda_{i}=0$ and $\lambda_{i+d}=0$, we would have

$$
\sum_{\substack{|K| o d d \\ i \in K}} \mu_{K}=\sum_{\substack{|K| o d d \\ i \in K^{c}}} \mu_{K}
$$

which is a contradiction due to the fact that there exists a unique $\mu_{K} \neq 0$. To prove the existence part, observe that if $\mu_{K}=0$ for all $K \subseteq[d]$ with $|K|$ odd, then we would have

$$
\left(\frac{\lambda_{i}}{1-\rho_{i}}-\frac{\lambda_{i+d}}{1+\rho_{i}}\right) \sin \varphi_{i}=0
$$

for all $i \in[d]$, and since there exists at least a $j$ such that $\lambda_{j}+\lambda_{d+j}>0$ due to (iii), this would imply that $\varphi_{j} \in\{0, \pi\}$, which leads to $\theta_{j} \in\{0, \pi\}$, which is excluded from our analysis. To prove the uniqueness part, suppose there exists another $[d] \supseteq M \neq K$, with $|M|$ odd, such that

$$
\left\{\begin{aligned}
\sum_{i \in K} \varphi_{i} & =(|K|-1) \pi+\sum_{i \notin K} \varphi_{i} \\
\sum_{i \in M} \varphi_{i} & =(|M|-1) \pi+\sum_{i \notin M} \varphi_{i}
\end{aligned}\right.
$$

hence summing these equalities gives

$$
2\left(\sum_{i \in K \cap M} \varphi_{i}-\sum_{i \in K^{c} \cap M^{c}} \varphi_{i}\right)=(|K|+|M|-2) \pi
$$

Now, if we suppose that $K^{c} \cap M^{c}=\varnothing$, meaning that $K \cup M=[d]$, it is easy to show that $2|K \cap M| \leq$ $|K|+|M|-2$. Indeed, $|K \cap M| \leq|K| \wedge|M|$, with equality if and only if $M \subseteq K$ (or viceversa): in this case
we must have $|K| \geq|M|+2$, otherwise they would be equal, hence $2|K \cap M| \leq 2(|K| \wedge|M|)=2|M|$ while $|K|+|M|-2 \geq|M|+2+|M|-2=2|M|$. If the equality is not reached, $2|K \cap M| \leq 2(|K| \wedge|M|-1)=2|M|-2$, while $|K|+|M|-2 \geq|M|+|M|-2=2|M|-2$. This shows that $2|K \cap M| \leq|K|+|M|-2$, which implies that the equality above can be verified only if $\varphi_{i}=\pi$ for all $i \in K \cap M$, which is excluded from our analysis. Furthermore, if $K^{c} \cap M^{c} \neq \varnothing$, this is even worse unless $\varphi_{i}=0$ for all $i \in K^{c} \cap M^{c}$, which is again excluded from our analysis. This completes the proof of the fact that for all $i \in[d]$, if $R>0$, exactly one between $\lambda_{i}$ and $\lambda_{d_{i}}$ is greater than zero. As a corollary, we have that the optimal $\left(\varphi_{1}^{*}, \ldots, \varphi_{d}^{*}\right)$ satisfies

$$
1-\lambda^{*}=\left|\rho_{i}-\lambda^{*} \cos \varphi_{i}^{*}\right|, \text { for all } i \in[d]
$$

as required.
(ii) The primal set is strictly feasible, hence we know that $R$ is attained in the dual set, which is enough to prove existence. As for uniqueness, suppose there exists two optimal $\Sigma_{1}, \Sigma_{2}$ such that

$$
\left\{\begin{array}{l}
\Sigma_{\mathbb{S}}=\lambda^{*} A \Sigma_{1}+\left(1-\lambda^{*}\right) \Sigma_{\mathbb{S}}^{\prime} \\
\Sigma_{\mathbb{S}}=\lambda^{*} A \Sigma_{2}+\left(1-\lambda^{*}\right) \Sigma_{\mathbb{S}}^{\prime \prime}
\end{array}\right.
$$

This implies that for all $\mu \in(0,1)$

$$
\Sigma_{\mathbb{S}}=\lambda^{*} A\left(\mu \Sigma_{1}+(1-\mu) \Sigma_{2}\right)+\left(1-\lambda^{*}\right)\left(\mu \Sigma_{\mathbb{S}}^{\prime}+(1-\mu) \Sigma_{\mathbb{S}}^{\prime \prime}\right)
$$

meaning that $\mu \Sigma_{1}+(1-\mu) \Sigma_{2}$ is optimal. By the optimality of $\Sigma_{1}$ and $\Sigma_{2}$ we must have that $\Sigma_{\mathbb{S}}^{\prime}$ and $\Sigma_{\mathbb{S}}^{\prime \prime}$ are maximally incompatible, which means they must all be singular, as stated in Example 4. Now, observe that if there exists $i \in[d]$ such that $\Sigma_{\{i, i+1\}}^{\prime} \neq \Sigma_{\{i, i+1\}}^{\prime \prime}$,

$$
\mu \Sigma_{\{i, i+1\}}^{\prime}+(1-\mu) \Sigma_{\{i, i+1\}}^{\prime \prime}=\left(\begin{array}{cc}
1 & \pm(2 \mu-1) \\
\pm(2 \mu-1) & 1
\end{array}\right)
$$

which means that $\mu \Sigma_{\mathbb{S}}^{\prime}+(1-\mu) \Sigma_{\mathbb{S}}^{\prime \prime}$ can never be maximally incompatible since $\mu \in(0,1)$. This implies that $\Sigma_{\mathbb{S}}^{\prime}=\Sigma_{\mathbb{S}}^{\prime \prime}$, which in turn implies that $\varphi_{1}^{*}=\varphi_{2}^{*}$. As for the continuity of $\boldsymbol{\varphi}^{*}\left(\theta_{1}, \ldots, \theta_{d}\right)$, observe that $1-\lambda^{*}=\left|\rho_{j}-\lambda^{*} \cos \varphi_{j}^{*}\right|$, for all $j \in[d]$ in point (i) means that there exist $\left\{\epsilon_{j}= \pm 1\right\}_{j \in[d]}$ such that

$$
\lambda^{*}=\frac{1-\epsilon_{j} \cos \theta_{j}}{1-\epsilon_{j} \cos \varphi_{j}^{*}}, \quad \text { for all } j \in[d]
$$

Now, let $\left\{\boldsymbol{\theta}^{(n)}=\left(\theta_{1, n}, \ldots, \theta_{d, n}\right)\right\}_{n \in \mathbb{N}} \longrightarrow \boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{d}\right)$, and consider the associated sequence of optimal $\left\{\varphi_{n}^{*}=\left(\varphi_{1, n}^{*}, \ldots, \varphi_{d, n}^{*}\right)\right\}_{n \in \mathbb{N}}$, meaning that

$$
\lambda_{n}^{*}=\frac{1-\epsilon_{j, n} \cos \theta_{j, n}}{1-\epsilon_{j, n} \cos \varphi_{j, n}^{*}}, \quad \text { for all } j \in[d]
$$

Taking the limit on both sides, since $\lambda^{*}$ is continuous due to Proposition 4 (ii), we get that

$$
\lambda^{*}=\frac{1 \pm \cos \theta_{j}}{1 \pm \cos \left(\lim _{n} \varphi_{j, n}^{*}\right)}, \quad \text { for all } j \in[d]
$$

This shows that the $\operatorname{limit} \lim _{n} \varphi_{j, n}^{*}$ exists, and by uniqueness (i), we can conclude that $\lim _{n} \varphi_{j, n}^{*}=\varphi_{j}^{*}$, showing that $\varphi$ is continuous.

As for (iii), supposing without loss of generality that $\theta_{1}=\max _{i \in[d]} \theta_{i}$, with at most $\theta_{1}>\pi / 2$, observe that incompatibility is equivalent to having $\theta_{1}-\sum_{i=2}^{d} \theta_{i}>0$, hence in order to make $\lambda^{*}$ as big as possible we should choose $\rho_{j}=\lambda^{*} \cos \varphi_{j}^{*}+\left(1-\lambda^{*}\right)$ for all $j \in\{2, \ldots, d\}$, and $\rho_{1}=\lambda^{*} \cos \varphi_{1}^{*}-\left(1-\lambda^{*}\right)$. This would imply that the optimal choice of signs for a general $d$-cycle is $\epsilon_{d}=\left(-1,+\mathbf{1}_{d-1}^{T}\right)$, and this turns out to be true indeed. To see why, start by considering the case $d=3$, and observe that from (ii) we know that there exists a unique $K \subseteq[3]$ with $|K|$ odd such that

$$
\sum_{\substack{|K| o d d \\ i \in K}} \mu_{K}=\sum_{\substack{|K| o d d \\ i \in K^{c}}} \mu_{K}
$$

The possible values of $K$ are $\{1\},\{2\},\{3\}$ and $\{1,2,3\}$, and these are associated to the vectors of signs $(-1,1,1),(1,-1,1),(1,1,-1)$ and $(-1,-1,-1)$, respectively. Hence, in order to prove the statement it is necessary and sufficient to show that $K=\{1\}$ leads to the optimal $\lambda^{*}$, meaning that $\lambda_{1}^{*} \geq \lambda_{2}^{*}$ and $\lambda_{1}^{*} \geq \lambda_{4}^{*}$, where

$$
\begin{gathered}
\lambda_{1}^{*}=\frac{1+\cos \theta_{1}}{1+\cos \varphi_{1}^{*}}=\frac{1-\cos \theta_{2}}{1-\cos \varphi_{2}^{*}}=\frac{1-\cos \theta_{3}}{1-\cos \left(\varphi_{1}^{*}-\varphi_{2}^{*}\right)}, \\
\lambda_{2}^{*}=\frac{1-\cos \theta_{1}}{1-\cos \tilde{\varphi}_{1}^{*}}=\frac{1+\cos \theta_{2}}{1+\cos \tilde{\varphi}_{2}^{*}}=\frac{1-\cos \theta_{3}}{1-\cos \left(\tilde{\varphi}_{2}^{*}-\tilde{\varphi}_{1}^{*}\right)}, \\
\lambda_{4}^{*}=\frac{1+\cos \theta_{1}}{1+\cos \tilde{\varphi}_{1}^{*}}=\frac{1+\cos \theta_{2}}{1+\cos \tilde{\varphi}_{2}^{*}}=\frac{1+\cos \theta_{3}}{1+\cos \left(2 \pi-\tilde{\varphi}_{1}^{*}-\tilde{\varphi}_{2}^{*}\right)} .
\end{gathered}
$$

Now, for $\lambda_{1}^{*}<\lambda_{2}^{*}$ to be true it is necessary to have

$$
\left\{\begin{array}{l}
\cos \left(\varphi_{1}^{*}-\varphi_{2}^{*}\right)<\cos \left(\tilde{\varphi}_{1}^{*}-\tilde{\varphi}_{2}^{*}\right) \\
\cos \tilde{\varphi}_{1}^{*}>1-\frac{1-\cos \theta_{1}}{1+\cos \theta_{1}}\left(1+\cos \varphi_{1}^{*}\right) \\
\cos \tilde{\varphi}_{2}^{*}<-1+\frac{1+\cos \theta_{2}}{1-\cos \theta_{2}}\left(1-\cos \varphi_{2}^{*}\right)
\end{array}\right.
$$

with $\left(\varphi_{1}^{*}, \varphi_{2}^{*}\right),\left(\tilde{\varphi}_{1}^{*}, \tilde{\varphi}_{2}^{*}\right) \in[0, \pi]^{2}$ that need to simultaneously satisfy

$$
\left\{\begin{array} { l } 
{ \operatorname { c o s } \varphi _ { 2 } ^ { * } = 1 - \frac { 1 - \operatorname { c o s } \theta _ { 2 } } { 1 + \operatorname { c o s } \theta _ { 1 } } ( 1 + \operatorname { c o s } \varphi _ { 1 } ^ { * } ) } \\
{ \operatorname { c o s } \tilde { \varphi } _ { 1 } ^ { * } = 1 - \frac { 1 - \operatorname { c o s } \theta _ { 1 } } { 1 + \operatorname { c o s } \theta _ { 2 } } ( 1 + \operatorname { c o s } \tilde { \varphi } _ { 2 } ^ { * } ) , }
\end{array} \quad \text { and } \quad \left\{\begin{array}{ll}
\varphi_{1}^{*} \leq \theta_{1}, & \varphi_{2}^{*} \geq \theta_{2} \\
\tilde{\varphi}_{1}^{*} \geq \theta_{1}, & \tilde{\varphi}_{2}^{*} \leq \theta_{2}
\end{array}\right.\right.
$$

to ensure $R\left(\Sigma_{\mathbb{S}_{3}}\right) \in[0,1]$. This system of inequalities has no solution in $\left(\tilde{\varphi}_{1}^{*}, \tilde{\varphi}_{2}^{*}\right)$ for fixed $\left(\varphi_{1}^{*}, \varphi_{2}^{*}\right)$ and
$\theta_{1}>\theta_{2}$. The same reasoning shows that $\lambda_{1}^{*}<\lambda_{4}^{*}$ can never be satisfied as well, showing that the optimal choice of signs for $d=3$ is indeed $\epsilon_{3}=(-1,+1,+1)$. For general $d$, it is sufficient to proceed by induction: indeed, suppose that $\epsilon_{j}=\left(-1,+\mathbf{1}_{j-1}^{T}\right)$ for all $j \in\{3, \ldots, d-1\}$, and consider $\lambda^{*}=\lambda^{*}\left(\theta_{d}\right)$ as a function of $\theta_{d}$, for fixed $\theta_{1}, \ldots, \theta_{d-1}$. This function is continuous over $\left[0, \theta_{1}-\sum_{i=2}^{d-1} \theta_{i}\right)$, because is the restriction of $\lambda^{*}=1-R\left(\Sigma_{\mathbb{S}_{d}}\right)$, which is continuous by Proposition 4 (ii), onto the last coordinate. Now, $\lambda^{*}\left(\theta_{d}\right)$ uniquely identifies a vector of signs for varying $\theta_{d} \in\left[0, \theta_{1}-\sum_{i=2}^{d-1} \theta_{i}\right)$, call it $\epsilon\left(\theta_{d}\right)$, taking values in $\{+1,-1\}^{d}$. This vector is unique because we supposed the cycle to be incompatible, hence either $g\left(\varphi_{i}\right)$ or $h\left(\varphi_{i}\right)$ in the KKT conditions has a strictly positive optimal gap, so that there exists a unique $\mu_{K} \neq 0$. We will show that this vector is constant for all $\theta_{d} \in\left[0, \theta_{1}-\sum_{i=2}^{d-1} \theta_{i}\right)$, that is to say that each component of $\epsilon\left(\theta_{d}\right)$ is continuous in $\theta_{d} \in\left[0, \theta_{1}-\sum_{i=2}^{d-1} \theta_{i}\right)$. Indeed, consider without loss of generality the first component of $\epsilon\left(\theta_{d}\right)$, and suppose by contradiction that $\epsilon\left(\theta_{d}\right)_{1}$ is not continuous in $\tilde{\theta}_{d}$. This implies that there exists a sequence of angles $\left\{\theta_{d, n}\right\}$ converging to $\tilde{\theta}_{d}$ such that

$$
\lim _{n \rightarrow+\infty} \epsilon\left(\theta_{d, n}\right)_{1}=\epsilon_{\lim }=-\epsilon\left(\tilde{\theta}_{d}\right)_{1}
$$

Without loss of generality, assume $\epsilon_{\lim }=+1$ and $\epsilon\left(\tilde{\theta}_{d}\right)_{1}=-1$. But we must have by continuity

$$
\begin{aligned}
\frac{1+\cos \theta_{1}}{1+\cos \varphi_{1}^{*}} & =\frac{1-\epsilon\left(\tilde{\theta}_{d}\right)_{1} \cos \theta_{1}}{1-\epsilon\left(\tilde{\theta}_{d}\right)_{1} \cos \varphi_{1}^{*}}=\lambda^{*}\left(\theta_{d}\right)=\lim _{n \rightarrow+\infty} \lambda^{*}\left(\theta_{d, n}\right)=\lim _{n \rightarrow+\infty} \frac{1-\epsilon\left(\theta_{d, n}\right)_{1} \cos \theta_{1}}{1-\epsilon\left(\theta_{d, n}\right)_{1} \cos \varphi_{1, n}^{*}} \\
& =\frac{1-\cos \theta_{1} \lim _{n \rightarrow+\infty} \epsilon\left(\theta_{d, n}\right)_{1}}{1-\cos \left(\lim _{n \rightarrow+\infty} \varphi_{1, n}^{*}\right) \lim _{n \rightarrow+\infty} \epsilon\left(\theta_{d, n}\right)_{1}}=\frac{1-\epsilon_{\lim } \cos \theta_{1}}{1-\epsilon_{\lim } \cos \varphi_{1}^{*}}=\frac{1-\cos \theta_{1}}{1-\cos \varphi_{1}^{*}},
\end{aligned}
$$

where $\cos \varphi_{1, n}^{*}$ and $\cos \varphi_{1}^{*}$ are the (1,2)-th entries of the optimal matrix of the dual in $\theta_{d, n}$ and $\tilde{\theta}_{d}$, respectively. This implies that $\lambda^{*}\left(\tilde{\theta}_{d}\right)$ admits both representations, one with the plus sign, and one with the minus sign, and this can happen only if the cycle is compatible, which cannot be the case for $\tilde{\theta}_{d} \in\left[0, \theta_{1}-\sum_{i=2}^{d-1} \theta_{i}\right)$ since $\theta_{1}>\sum_{i=2}^{d} \theta_{i}$. This means that $\epsilon\left(\theta_{d}\right)_{j}$ is continuous for all $j \in[d]$ for varying $\theta_{d} \in\left[0, \theta_{1}-\sum_{i=2}^{d-1} \theta_{i}\right)$, which implies that the vector $\epsilon\left(\theta_{d}\right)$ is constant on $\left[0, \theta_{1}-\sum_{i=2}^{d-1} \theta_{i}\right)$, so that the behaviour of $\epsilon\left(\theta_{d}\right)$ is uniquely determined by $\epsilon(0)$. But we do know that

$$
\epsilon(0)=\left(\epsilon_{d-1}, \epsilon(0)_{d}\right)=\left(-1,+\mathbf{1}_{d-2}^{T}, \epsilon(0)_{d}\right)
$$

due to Proposition 10 and the induction step: this, together with the fact that $\epsilon(0)_{d}=+1$ in order to make $\Sigma_{\mathbb{S}}^{\prime}$ maximally incompatible, completes the proof.

Proof of Proposition 13. We will prove the statement by induction, with base cases $d=3$, and $d=4$ :
$d=3$ Suppose without loss of generality that $\theta_{1}, \theta_{2}$ are bounded away from singularity. Also, assume without loss of generality that $\theta_{2}, \theta_{3} \leq \pi / 2$, using Proposition 11 , so that incompatibility means $\theta_{1}>\theta_{2}+\theta_{3}$. We will prove the base case

$$
R\left(\Sigma_{\mathbb{S}_{3}}\right) \gtrsim \theta_{2}-\theta_{1}-\theta_{3}
$$

by showing that

$$
R\left(\Sigma_{\mathbb{S}_{3}}\right) \geq \frac{\theta_{1}-\theta_{2}-\theta_{3}}{\theta_{1}-\theta_{2}} \frac{\cos \theta_{2}-\cos \theta_{1}}{2}
$$

and since $\cos \theta_{2}-\cos \theta_{1} \gtrsim c \theta_{1}-\theta_{2}$ being bounded away from singularity, the result would follow. Now, fix arbitrary $\theta_{1}, \theta_{2}$ satisfying the hypothesis of the statement, and suppose $\theta_{1}-\theta_{2} \leq \pi / 2$. Observe that for $\theta_{3}=0$ and $\theta_{3}=\theta_{1}-\theta_{2}$ the lower bound is satisfied with equality sign due to Example 3 and Barrett's characterisation (6), respectively. Now, call

$$
h=\frac{\theta_{1}-\theta_{2}-\theta_{3}}{\theta_{1}-\theta_{2}},
$$

and observe that the thesis is equivalent to

$$
\lambda^{*}=1-R\left(\Sigma_{\mathbb{S}_{d}}\right) \leq 1-\frac{h}{2}\left(\cos \theta_{2}-\cos \theta_{1}\right),
$$

Now, thanks to the KKT representation of the optimal $\lambda^{*}$, in order to have $\lambda^{*}>1-h\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2$ we must have

$$
\left\{\begin{array}{l}
\cos \theta_{1}<\cos \varphi_{1}^{*}<\frac{\cos \theta_{1}+h\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2}{1-h\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2} \\
\cos \theta_{2}>\cos \varphi_{2}^{*}>\frac{\cos \theta_{2}-h\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2}{1-h\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2} \\
\cos \theta_{3}>\cos \varphi_{3}^{*}>\frac{\cos \theta_{3}-h\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2}{1-h\left(\cos \theta_{2}-\cos \theta_{1}\right) / 2}
\end{array}\right.
$$

with $\varphi_{1}^{*}=\varphi_{2}^{*}+\varphi_{3}^{*}$ due to Proposition 12 (iii). We see numerically that this system of inequalities can never be satisfied for $\theta_{3} \in\left(0, \theta_{1}-\theta_{2}\right)$. Finally, taking into account all the possible ways in which a generic 3 -cycle can be reduced to a 3 -cycle with at most one negative correlation, as stated in Proposition 11, we get

$$
R\left(\Sigma_{\mathbb{S}_{3}}\right) \gtrsim \max \left(\theta_{1}-\theta_{2}-\theta_{3}, \theta_{2}-\theta_{1}-\theta_{3}, \theta_{3}-\theta_{1}-\theta_{2}, \theta_{1}+\theta_{2}+\theta_{3}-2 \pi\right) .
$$

$d=4$ Suppose without loss of generality that one of the two angles bounded away from singularity is $\theta_{1}$, with $\theta_{1}>\theta_{2}+\theta_{3}+\theta_{4}$, and $\theta_{2}, \theta_{3}, \theta_{4} \in[0, \pi / 2]$. As shown in Figure 13, there are two possible cases: the first one (on the left) is when the two angles bounded away from singularity are adjacent, and the second one (on the right) when they are opposite to each other. We will use the following lemma:

Lemma 16. Consider the d-cycle with $\mathbb{S}_{d}=\{\{1,2\}, \ldots,\{d, 1\}\}$ and $\Sigma_{\mathbb{S}_{d}}:=\left(\Sigma_{\{1,2\}}, \cdots, \Sigma_{\{d, 1\}}\right)$. Then, for every optimal $\Sigma$ of the dual problem, i.e. $\Sigma_{\mathbb{S}_{d}}=\lambda^{*} A \Sigma+\left(1-\lambda^{*}\right) \Sigma_{\mathbb{S}_{d}}^{\prime}$, and for every $d \geq 4$,

$$
R\left(\Sigma_{\mathbb{S}_{d}}\right) \geq R\left(B_{\mathbb{S}_{d-1}}(\phi)\right)+R\left(E_{\mathbb{S}_{3}}(\phi)\right), \quad \forall \phi \in\left[\lambda^{*} \Sigma_{1, d-1}-R, \lambda^{*} \Sigma_{1, d-1}+R\right],
$$

where $B_{\mathbb{S}_{d-1}}(\phi)=\left(\Sigma_{\{1,2\}}, \cdots, \Sigma_{\{d-2, d-1\}}, \Sigma_{\{d-1,1\}}(\phi)\right), E_{\mathbb{S}_{3}}(\phi)=\left(\Sigma_{\{d-1, d\}}, \Sigma_{\{d, 1\}}, \Sigma_{\{d-1,1\}}(\phi)\right)$ and $\Sigma_{\{d-1,1\}}(\phi)$ is the $2 \times 2$ correlation matrix with off-diagonal entries equal to $\phi$.

In the first case, suppose we add an edge between $(2,4)$ with correlation $\cos \left(\theta_{3}+\theta_{4}\right)$. We first show that this is a valid choice of $\phi$ to invoke Proposition 16. In this regard, observe that $R\left(E_{\mathbb{S}_{3}}(\phi)\right)=0$ for all $\phi \in\left[\cos \left(\theta_{d-1}+\theta_{d}\right), \cos \left(\theta_{d-1}-\theta_{d}\right)\right]$, hence, since we proved $R\left(E_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)\right)=0$ in the


Figure 13: The two possible configurations of the two angles bounded away from singularity when $d=4$. On the left, the two angles are adjacent, while on the right they are opposite to each other.
proof of the lemma above, we must have $\cos \left(\theta_{d-1}+\theta_{d}\right) \leq \lambda^{*} \Sigma_{1, d-1}+R$. Similarly, $\cos \left(\theta_{1}-\sum_{i=2}^{d-2} \theta_{i}\right) \geq$ $\lambda^{*} \Sigma_{1, d-1}-R$. This, together with the fact that $\cos \left(\theta_{1}-\sum_{i=2}^{d-2} \theta_{i}\right) \leq \cos \left(\theta_{d-1}+\theta_{d}\right)$ since $\theta_{1}>\sum_{i=2}^{d} \theta_{i}$, allows concluding that $\lambda^{*} \Sigma_{1, d-1}-R \leq \cos \left(\theta_{1}-\sum_{i=2}^{d-2} \theta_{i}\right)<\cos \left(\theta_{d-1}+\theta_{d}\right) \leq \lambda^{*} \Sigma_{1, d-1}+R$. Now, Proposition 16 ensures that

$$
R\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right) \geq R\left(\theta_{1}, \theta_{2}, \theta_{3}+\theta_{4}\right)
$$

and since $\theta_{1}, \theta_{2}$ are bounded away from singularity, we can employ the lower bound we found for $d=3$, and conclude

$$
R\left(\Sigma_{\mathbb{S}_{4}}\right) \geq \frac{\theta_{1}-\theta_{2}-\left(\theta_{3}+\theta_{4}\right)}{\theta_{1}-\theta_{2}} \frac{\cos \theta_{2}-\cos \theta_{1}}{2}
$$

which gives the desired result. In the second case, we can proceed in the same way as before, and get

$$
R\left(\Sigma_{\mathbb{S}_{4}}\right) \geq \frac{\theta_{1}-\theta_{2}-\left(\theta_{3}+\theta_{4}\right)}{\theta_{1}-\left(\theta_{3}+\theta_{4}\right)} \frac{\cos \left(\theta_{3}+\theta_{4}\right)-\cos \theta_{1}}{2}
$$

Now, if $\sin ^{2}\left(\theta_{3}+\theta_{4}\right) \geq c$ we are done, otherwise, $\theta_{4}$ must be bounded away from singularity. Indeed, since $\theta_{3}, \theta_{4} \in[0, \pi / 2]$, and $\sin ^{2}\left(\theta_{3}\right) \geq c$ by hypothesis, in order to have $\sin ^{2}\left(\theta_{3}+\theta_{4}\right)<c$ we must have $\sin ^{2} \theta_{4} \geq 1-c$. Now, since we can assume that $c$ is small enough, say $c \leq 1 / 2$, we conclude $\sin ^{2} \theta_{4} \geq 1-c>c$. This implies that $\theta_{4}$ is bounded away from singularity, and since it is adjacent to $\theta_{1}$, we can proceed as in the first case to get the desired result.
$d \geq 5$ Suppose again without loss of generality that $\theta_{1}$ is bounded away from singularity, and call $\theta_{j}$ the other one. Now, since $d \geq 5$, we can find $k \neq 1, j$ such that $\theta_{k}, \theta_{k+1}$ are not necessarily assumed to be bounded away from singularity. Then, proceeding as before, thanks to Proposition 16, we have

$$
R\left(\theta_{1}, \ldots, \theta_{d}\right) \geq R\left(\theta_{1}, \ldots, \theta_{k-1}, \theta_{k}+\theta_{k+1}, \theta_{k+2}, \ldots, \theta_{d}\right)
$$

so that the induction step gives immediately that

$$
\begin{aligned}
R\left(\theta_{1}, \ldots, \theta_{d}\right) & \geq R\left(\theta_{1}, \ldots, \theta_{k-1}, \theta_{k}+\theta_{k+1}, \theta_{k+2}, \ldots, \theta_{d}\right) \\
& \geq c^{\prime}\left(\theta_{1}-\left(\theta_{k}+\theta_{k+1}\right)-\sum_{i \neq 1, j, k, k+1} \theta_{i}\right)=c^{\prime}\left(\theta_{1}-\sum_{i=2}^{d} \theta_{i}\right)
\end{aligned}
$$

where $c^{\prime}$ is a constant depending on $c$ only. Finally, taking into account all the possible ways in
which a generic $d$-cycle can be reduced to a $d$-cycle with at most one negative correlation, as stated in Proposition 11, we get

$$
R\left(\Sigma_{\mathbb{S}_{d}}\right) \geq c^{\prime} \max _{\substack{K \subseteq[d] \\|K| \text { odd }}}\left(\sum_{i \in K} \theta_{i}-(|K|-1) \pi-\sum_{i \in K^{c}} \theta_{i}\right)
$$

where $c^{\prime}>0$ depends only on $c$.

Proof of Lemma 16. Suppose without loss of generality that $\theta_{d} \geq \theta_{d-1}$, and that $\theta_{1}=\max _{i \in[d]} \theta_{i}$, with $\theta_{2}, \ldots, \theta_{d} \leq \pi / 2$. Let $R \equiv R\left(\Sigma_{\mathbb{S}_{d}}\right)$, and let

$$
\Sigma_{\mathbb{S}_{d}}=(1-R) A \Sigma+R \Sigma_{\mathbb{S}}^{\prime}=\lambda^{*} A \Sigma+\left(1-\lambda^{*}\right) \Sigma_{\mathbb{S}}^{\prime}
$$

be a (not necessarily unique) dual representation of $\Sigma_{\mathbb{S}_{d}}$, and denote by $\Sigma_{1, d-1}$ the entry $(1, d-1)$ of $\Sigma$. We will prove the statement in three steps:

1. $R\left(B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)\right) \leq R\left(\Sigma_{\mathbb{S}_{d}}\right)$ and $R\left(E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)\right)=0$,
2. $R\left(E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}-R\right)\right) \leq R\left(\Sigma_{\mathbb{S}_{d}}\right)$ and $R\left(B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}-R\right)\right)=0$,
3. $\Xi(\phi):=R\left(B_{\mathbb{S}_{d-1}}(\phi)\right)+R\left(E_{\mathbb{S}_{3}}(\phi)\right)$ is convex for all $\phi \in[-1,1]$.
4. As for the fact that $R\left(E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)\right)=0$ observe that

$$
\begin{aligned}
A^{*} E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)-I_{3}= & \left(\begin{array}{ccc}
1 & \lambda^{*} \Sigma_{1, d-1}+R & \rho_{d} \\
\lambda^{*} \Sigma_{1, d-1}+R & 1 & \rho_{d-1} \\
\rho_{d} & \rho_{d-1} & 1
\end{array}\right)= \\
= & \left(\begin{array}{ccc}
1 & \lambda^{*} \Sigma_{1, d-1}+R & \lambda^{*} \Sigma_{1, d}+R \\
\lambda^{*} \Sigma_{1, d-1}+R & 1 & \lambda^{*} \Sigma_{d-1, d}+R \\
\lambda^{*} \Sigma_{1, d}+R & \lambda^{*} \Sigma_{d-1, d}+R & 1
\end{array}\right) \\
& =\lambda^{*}\left(\begin{array}{ccc}
1 & \Sigma_{1, d-1} & \Sigma_{1, d} \\
\Sigma_{1, d-1} & 1 & \Sigma_{d-1, d} \\
\Sigma_{1, d} & \Sigma_{d-1, d} & 1
\end{array}\right)+\left(1-\lambda^{*}\right)\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right),
\end{aligned}
$$

where the second equality follows from the optimal choice of signs given in Proposition 12 (iii) under the hypothesis $\theta_{1}=\max _{i \in[d]} \theta_{i}$, with $\theta_{2}, \ldots, \theta_{d} \leq \pi / 2$. This implies $R\left(E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)\right)=0$ since $A^{*} E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)-I_{3}$, which is the $3 \times 3$ correlation matrix whose $2 \times 2$ marginals are precisely those in $E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)$, is PSD being the sum of two PSD matrices. As for $R\left(B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)\right) \leq$ $R\left(\Sigma_{\mathbb{S}_{d}}\right)$, observe that, if $\Sigma_{\mathbb{S}_{d}}=\lambda^{*} A \Sigma+\left(1-\lambda^{*}\right) \Sigma_{\mathbb{S}_{d}}^{\prime}$, then

$$
B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)=\lambda^{*} A \Sigma_{\mid(-d)}+\left(1-\lambda^{*}\right) \Sigma_{B_{\mathbb{S}_{d-1}}}^{\prime \prime}
$$

where

$$
\Sigma_{B_{S_{d-1}}}^{\prime \prime}=\left(\Sigma_{\{1,2\}}^{\prime}, \ldots, \Sigma_{\{d-1, d-2\}}^{\prime}, \mathbf{1}_{2} \mathbf{1}_{2}^{T}\right)
$$

which is maximally incompatible. To see why, observe that $\Sigma_{\mathbb{S}_{d}}^{\prime}$ is maximally incompatible by definition of the dual representation, and since $\theta_{1}=\max _{i \in[d]} \theta_{i}$, with $\theta_{2}, \ldots, \theta_{d} \leq \pi / 2$, Proposition 12 (iii) ensures that

$$
\Sigma_{\mathbb{S}_{d}}^{\prime}=\left(-\mathbf{1}_{2} \mathbf{1}_{2}^{T},+\mathbf{1}_{2} \mathbf{1}_{2}^{T}, \ldots,+\mathbf{1}_{2} \mathbf{1}_{2}^{T}\right)
$$

which leads to

$$
\Sigma_{B_{S_{d-1}}}^{\prime \prime}=\left(-\mathbf{1}_{2} \mathbf{1}_{2}^{T},+\mathbf{1}_{2} \mathbf{1}_{2}^{T}, \ldots,+\mathbf{1}_{2} \mathbf{1}_{2}^{T}\right)
$$

This shows that $\Sigma_{\mid(-d)}$ is feasible for $B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)$, and implies that $R\left(B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}+R\right)\right) \leq$ $R\left(\Sigma_{\mathbb{S}_{d}}\right)$.
2. The arguments in the proof above can be followed mutatis mutandis to show that $R\left(E_{\mathbb{S}_{3}}\left(\lambda^{*} \Sigma_{1, d-1}-\right.\right.$ $R)) \leq R\left(\Sigma_{\mathbb{S}_{d}}\right)$ and $R\left(B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}-R\right)\right)=0$.
3. In order to show that $R\left(\Sigma_{\mathbb{S}_{d}}\right) \geq R\left(B_{\mathbb{S}_{d-1}}(\phi)\right)+R\left(E_{\mathbb{S}_{3}}(\phi)\right), \forall \phi \in I$, we will make use of the fact that $R$ is convex and continuous, as stated in Proposition 4 (i) (ii), i.e.

$$
R\left(\mu \Sigma_{\mathbb{S}}^{(1)}+(1-\mu) \Sigma_{\mathbb{S}}^{(2)}\right) \leq \mu R\left(\Sigma_{\mathbb{S}}^{(1)}\right)+(1-\mu) R\left(\Sigma_{\mathbb{S}}^{(2)}\right), \text { for all } \mu \in[0,1]
$$

Now, define

$$
\Xi(\phi)=R\left(B_{\mathbb{S}_{d-1}}(\phi)\right)+R\left(E_{\mathbb{S}_{3}}(\phi)\right), \text { for all } \phi \in I=[-1,1]
$$

It is easy to see that $\Xi(\phi)$ is convex in $I$ since, for all $\phi_{1}, \phi_{2} \in I$, for all $\mu \in[0,1]$,

$$
\begin{aligned}
\Xi\left(\mu \phi_{1}+(1-\mu) \phi_{2}\right) & =R\left(B_{\mathbb{S}_{d-1}}\left(\mu \phi_{1}+(1-\mu) \phi_{2}\right)+R\left(E_{\mathbb{S}_{3}}\left(\mu \phi_{1}+(1-\mu) \phi_{2}\right)\right)\right. \\
& =R\left(\mu B_{\mathbb{S}_{d-1}}\left(\phi_{1}\right)+(1-\mu) B_{\mathbb{S}_{d-1}}\left(\phi_{2}\right)\right)+R\left(\mu E_{\mathbb{S}_{3}}\left(\phi_{1}\right)+(1-\mu) E_{\mathbb{S}_{3}}\left(\phi_{2}\right)\right) \\
& \leq \mu R\left(B_{\mathbb{S}_{d-1}}\left(\phi_{1}\right)\right)+(1-\mu) R\left(B_{\mathbb{S}_{d-1}}\left(\phi_{2}\right)\right)+\mu R\left(E_{\mathbb{S}_{3}}\left(\phi_{1}\right)\right)+(1-\mu) R\left(E_{\mathbb{S}_{3}}\left(\phi_{2}\right)\right) \\
& =\mu \Xi\left(\phi_{1}\right)+(1-\mu) \Xi\left(\phi_{2}\right)
\end{aligned}
$$

This, implies that, for all $\mu \in[0,1]$,

$$
\begin{aligned}
R & \geq \mu R\left(E_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}-R\right)\right)+(1-\mu) R\left(B_{\mathbb{S}_{d-1}}\left(\lambda^{*} \Sigma_{1, d-1}-R\right)\right) \\
& =\mu \Xi\left(\lambda^{*} \Sigma_{1, d-1}-R\right)+(1-\mu) \Xi\left(\lambda^{*} \Sigma_{1, d-1}+R\right) \geq \Xi\left(\lambda^{*} \Sigma_{1, d-1}+1-2 \mu R\right) \\
& =: \Xi(\phi)=R\left(B_{\mathbb{S}_{d-1}}(\phi)\right)+R\left(E_{\mathbb{S}_{3}}(\phi)\right),
\end{aligned}
$$

for all $\phi \in\left[\lambda^{*} \Sigma_{1, d-1}-R, \lambda^{*} \Sigma_{1, d-1}+R\right]$, as claimed. For general angles $\left(\theta_{1}, \ldots, \theta_{d}\right)$, it is sufficient to perform the transformation outlined in Proposition 11, find $\phi$ and $I$ as above, and perform the inverse transformation.

As we can see from Figure 14, this reduction corresponds to adding an edge in correspondence to $\{1, d-1\}$, so that the $d$-cycle $\Sigma_{\mathbb{S}_{d}}$ is divided into two smaller cycles, $B_{\mathbb{S}_{d}}(\phi)$ of dimension $d-1$, and $E_{\mathbb{S}_{d}}(\phi)$ of dimension 3. The result ensures the possibility of adding a correlation $\rho_{1, d-1}=\phi$ for the edge $\{1, d-1\}$ to make $B_{\mathbb{S}_{d}}(\phi)$ and $E_{\mathbb{S}_{d}}(\phi)$ maximally compatible, or better, at least as compatible as the original $d$-cycle, since $R\left(\Sigma_{\mathbb{S}_{d}}\right) \geq R\left(B_{\mathbb{S}_{d}}(\phi)\right)+R\left(E_{\mathbb{S}_{d}}(\phi)\right)$.


Figure 14: Illustration of Proposition 16. We split the original $d$-cycle into two smaller cycles, adding the extra edge $\{1, d-1\}$ with associated correlation $\phi$. We end up with a $(d-1)$-cycle $B_{\mathbb{S}_{d-1}}(\phi)$ in yellow, and a 3 -cycle $E_{\mathbb{S}_{3}}(\phi)$ in blue, such that $R\left(\Sigma_{\mathbb{S}_{d}}\right) \geq R\left(B_{\mathbb{S}_{d-1}}(\phi)\right)+R\left(E_{\mathbb{S}_{3}}(\phi)\right)$ for all $\phi \in\left[\lambda^{*} \Sigma_{1, d-1}-R, \lambda^{*} \Sigma_{1, d-1}+R\right]$.

### 6.4 Proofs for Section 4.2

Proof of Theorem 14. We prove the result by considering the two cases $d \geq 42$ and $d<42$ separately. For the first of these, as in the proof of Theorem 9, we focus on a proper subset of the testing problem: in this case, we construct distributions with consistent sequences of covariance matrices, so that our hypotheses reduce to statements about the compatibility of the associated sequences of correlation matrices. Formally, we look at

$$
H_{0}: R\left(\Sigma_{\mathbb{S}}\right)=0 \quad \text { vs. } \quad H_{1}(\rho): R\left(\Sigma_{\mathbb{S}}\right)>\rho
$$

for fixed $\rho>0$, and we aim at finding the smallest of such $\rho$ 's for which we can have non-trivial power. Again, referring to the same $\mathcal{P}_{\mathbb{S}}(0)$ and $\mathcal{P}_{\mathbb{S}}(\rho)$ defined in Section 4, this corresponds to assuming that $\sigma_{\mathbb{S}}^{2}$ is always consistent, and constructing prior distributions just on $\left\{P_{\mathbb{S}}: R\left(\Sigma_{\mathbb{S}}\right)=0\right\}$ and $\left\{P_{\mathbb{S}}: R\left(\Sigma_{\mathbb{S}}\right)>\rho\right\}$. We specialise $\Sigma_{\mathbb{S}}$ to be

$$
\Sigma_{\mathbb{S}}=\left\{\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right),\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right),\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right\}
$$

and since $R\left(\Sigma_{\mathbb{S}}\right) \geq \frac{3}{4 d} \sum_{j=1}^{d}\left(\sigma_{j}^{2}(P)-\frac{1-\beta}{2}\right)_{+}$by Proposition 15 , it is sufficient to study the testing problems

$$
H_{0}^{\prime}: \sum_{j=1}^{d}\left(\theta_{i}\right)_{+} \leq 0 \quad \text { vs. } \quad H_{1}^{\prime}\left(\rho^{\prime}\right): \sum_{j=1}^{d}\left(\theta_{i}\right)_{+}>\rho^{\prime},
$$

where $\theta_{i}=\sigma_{j}^{2}(P)-\frac{1-\beta}{2}$, find the smallest $\rho^{\prime}$ for which we have non-trivial power, and use the relationship $\rho=\frac{3}{4 d} \rho^{\prime}$. More precisely, focusing on the latter testing problem, we want to lower bound the minimax testing risk

$$
\rho^{*}\left(n_{\mathbb{S}}, \eta\right):=\inf \left\{\rho>0: \exists \varphi_{\mathbb{S}} \in \Psi_{\mathbb{S}}: \sup _{P_{\mathbb{S}, 0} \in \mathcal{P}_{\mathbb{S}}(0)} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right)+\sup _{P_{\mathbb{S}}, 1 \in \mathcal{P}_{\mathbb{S}}(\rho)} P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=0\right) \leq \eta\right\}
$$

where $\mathcal{P}_{\mathbb{S}}(0)=\left\{P_{\mathbb{S}}:\left(\operatorname{Corr}\left(P_{\mathbb{S}}\right), \operatorname{Var}\left(P_{\mathbb{S}}\right)\right)=\left(\Sigma_{\mathbb{S}}, \mathbf{1}_{\mathbb{S}}\right)\right.$ and $\left.R\left(\Sigma_{\mathbb{S}}\right)=0\right\}, \mathcal{P}_{\mathbb{S}}(\rho)=\left\{P_{\mathbb{S}}:\left(\operatorname{Corr}\left(P_{\mathbb{S}}\right), \operatorname{Var}\left(P_{\mathbb{S}}\right)\right)=\right.$ $\left(\Sigma_{\mathbb{S}}, \mathbf{1}_{\mathbb{S}}\right)$ and $\left.R\left(\Sigma_{\mathbb{S}}\right)>\rho\right\}$, and $\Psi_{\mathbb{S}}$ is the set of sequence of tests coherent with $\mathbb{S}$. To this aim, we start by defining two prior distributions $\mu_{0}, \mu_{1}$ for $P$. First, there exist two measures $\nu_{0}, \nu_{1}$ with matching moments up to the $M$-th order such that
I. $\operatorname{supp}\left(\nu_{0}\right) \subseteq[-b, 0], \quad \operatorname{supp}\left(\nu_{1}\right) \subseteq[-b, 0] \cup\left\{\frac{b}{4 M^{2}}\right\}$
II. $\nu_{1}\left(\left\{\frac{b}{4 M^{2}}\right\}\right) \geq \frac{1}{2}$
III. $\forall k \in\{0,1, \ldots, M\}: \int z^{k} \nu_{0}(\mathrm{~d} z)=\int z^{k} \nu_{1}(\mathrm{~d} z)$.

This is proved in Juditsky and Nemirovski (2002) using ideas from the theory of best polynomial approximation. A different, but closely related version, was proved in Cai and Low (2011) using similar techniques. Such prior distributions have been extensively used in the minimax literature in the last decade, and led to optimal, or nearly-optimal, lower bounds in many problems of interest such as optimal estimation of nonsmooth functionals (Cai and Low, 2011; Jiao et al., 2016; Thépaut and Verzelen, 2021), testing MCAR in a fully nonparametric setting (Berrett and Samworth, 2023), and testing convex hypothesis (Blanchard et al., 2018). Let $\mathcal{U}(d)$ denote the (normalised) Haar measure over the Lie group of orthogonal matrices $S O(d)=\left\{U \in \mathbb{R}^{d, d}: U^{T} U=U U^{T}=I_{d}\right\}$, and let $\nu_{0}, \nu_{1}$ the distributions with matching moments up to the order $M$ defined above. Calling $\delta_{0}$ the Dirac measure in zero, we define $\mu_{i}$ to be the distribution of $P=U^{T} \Lambda U$, where $U \sim \mathcal{U}(d)$, and $\Lambda=\operatorname{diag}\left(\sigma_{1: d}\right)$, with $\sigma_{1: d} \sim \nu_{i}^{\otimes\lceil d / 2\rceil} \otimes \delta_{0}^{\otimes(d-\lceil d / 2\rceil)}$, for $i \in\{0,1\}$. Observe now that the support of $\mu_{1}$ also contains elements in $\left(\mathcal{P}_{\mathbb{S}}(\rho)\right)^{C}$. In order to overcome this, we will consider the conditional measure $\mu_{1} \mid \xi$, where $\xi$ is the event

$$
\xi=\left\{\sum_{i=1}^{d} \mathbb{1}_{\left\{\mu_{i}=b / 4 M^{2}\right\}} \geq \frac{d}{3}\right\}
$$

which ensures that $\mu_{1} \mid \xi$ is supported on the alternative. Now, given $P$, we use the shorthand

$$
N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}} \equiv N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}(P)=\left(N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right), N^{\otimes n_{3}}\left(0,\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right)\right)
$$

The marginal distribution of the data when $P$ is generated according to $\mu_{1} \mid \xi$ is then given by the mixture distribution

$$
\mathbb{E}_{\mu_{1} \mid \xi} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}=\left(\mathbb{E}_{\mu_{1} \mid \xi} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1} \mid \xi} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right), N^{\otimes n_{3}}\left(0,\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right)\right)
$$

Similarly, the marginal distribution of the data when $P$ is generated according to $\mu_{i}$ is then given by the mixture distribution

$$
\mathbb{E}_{\mu_{i}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}=\left(\mathbb{E}_{\mu_{i}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{i}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right), N^{\otimes n_{3}}\left(0,\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right)\right)
$$

for $i \in\{0,1\}$. For every test sequence $\varphi_{\mathbb{S}} \in \Psi_{\mathbb{S}}$, and for prior distributions $\mu_{0}, \mu_{1} \mid \xi$, we can bound the total error probability as

$$
\begin{aligned}
\mathcal{R}\left(n_{\mathbb{S}}, \rho^{\prime}\right) & =\sup _{P_{\mathbb{S}, 0} \in \mathcal{P}_{\mathbb{S}}(0)} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right)+\sup _{P_{\mathbb{S}, 1} \in \mathcal{P}_{\mathbb{S}}(\rho)} P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=0\right) \\
& \geq \mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right)+\mathbb{E}_{\mu_{1} \mid \xi} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=0\right) \\
& =\mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right)+1-\frac{\mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\left\{\varphi_{\mathbb{S}}=1\right\} \cap \xi\right)}{\mu_{1}(\xi)} \\
& \geq \mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right)+1-\frac{10}{9} \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right) \\
& \geq \mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right)+\frac{10}{9} \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=0\right)-\frac{1}{9} \\
& \geq \mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=1\right)+\mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\left(\varphi_{\mathbb{S}}=0\right)-\frac{1}{9} \\
& \geq 1-\mathrm{TV}\left(\mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}, \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\right)-\frac{1}{9}
\end{aligned}
$$

The second inequality follows from Hoeffding's inequality, which ensures that for all $d \geq 42$,

$$
\mu_{1}(\xi) \geq \frac{9}{10}
$$

since $\mu_{1}\left(\left\{b / 4 M^{2}\right\}\right) \geq 1 / 2$ by II. This shows that it is now sufficient to control the total variation distance between the marginals of $N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}$ with respect to the unconditional priors $\mu_{0}, \mu_{1}$ by finding $b / 4 M^{2}$ such that $\mathrm{TV}\left(\mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}, \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\right) \leq 1 / 2-1 / 9$. This would imply that $\mathcal{R}\left(n_{\mathbb{S}}, \rho^{\prime}\right) \geq 1 / 2$, and would lead to

$$
\rho^{\prime}=\frac{d}{3} \frac{b}{4 M^{2}}
$$

where the extra $d / 3$ factor comes from conditioning on the event $\xi$. Hence, let us now focus on controlling $\operatorname{TV}\left(\mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}, \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\right)$. We have

$$
\begin{aligned}
\mathrm{TV} & \left(\mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}, \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\right) \\
= & \mathrm{TV}\left\{\left(\mathbb{E}_{\mu_{0}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{0}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right), N^{\otimes n_{3}}\left(0,\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right)\right)\right. \\
& \left.\left(\mathbb{E}_{\mu_{1}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right), N^{\otimes n_{3}}\left(0,\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right)\right)\right\} \\
& =\mathrm{TV}\left\{\left(\mathbb{E}_{\mu_{0}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{0}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right)\right),\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left(\mathbb{E}_{\mu_{1}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right)\right)\right\} \\
\leq & \operatorname{TV}\left\{\mathbb{E}_{\mu_{0}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right)\right\} \\
+ & \mathrm{TV}\left\{\mathbb{E}_{\mu_{0}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right)\right\} .
\end{aligned}
$$

Dealing with such $\mu_{0}, \mu_{1}$ is not straightforward, due to the presence of the integrals with respect to the Haar measure. Nonetheless, following similar ideas as in Thépaut and Verzelen (2021), we upper bound the total variance distance above using the following two lemmata, where we suppose $P$ to be symmetric.

Lemma 17. Let $P$ be symmetric, with spectral decomposition $P=U^{T} \Lambda U$. Let $\mathcal{U}(d)$ denote the (normalised) Haar measure over the Lie group of orthogonal matrices $S O(d)=\left\{U \in \mathbb{R}^{d, d}: U^{T} U=U U^{T}=I_{d}\right\}$, and let $\nu_{0}, \nu_{1}$ the distributions with matching moments up to the order $M$ defined above. Denote by $\mu_{i}$ the distribution of $U^{T} \Lambda U$, where $U \sim \mathcal{U}(d)$, and $\Lambda=\operatorname{diag}\left(\sigma_{1: d}\right)$, with $\sigma_{1: d} \sim \nu_{i}^{\otimes\lceil d / 2\rceil} \otimes \delta_{0}^{\otimes(d-\lceil d / 2\rceil)}$. Then

$$
\begin{aligned}
& \mathrm{TV}\left\{\mathbb{E}_{\mu_{0}} N^{\otimes n}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right)\right\} \\
& \leq\lceil d / 2\rceil \mathrm{TV}\left\{\mathbb{E}_{\tilde{\pi}_{0}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta u u^{T} \\
\eta u u^{T} & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\tilde{\pi}_{1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta^{\prime} u^{\prime} u^{\prime T} \\
\eta^{\prime} u^{\prime} u^{\prime T} & I_{d}
\end{array}\right)\right)\right\}\right\}
\end{aligned}
$$

where $\tilde{\pi}_{0}$ (resp. $\tilde{\pi}_{1}$ ) is the distribution of $\eta$ uu ${ }^{T}$ (resp. $\eta^{\prime} u^{\prime} u^{T}$ ), where $\eta \sim \nu_{0}$ (resp. $\eta^{\prime} \sim \nu_{1}$ ) and $u=$ $\left(u_{d^{\prime}}, \mathbf{0}_{d-d^{\prime}}^{T}\right)\left(\right.$ resp. $\left.u^{\prime}=\left(u_{d^{\prime}}^{\prime}, \mathbf{0}_{d-d^{\prime}}^{T}\right)\right)$ is such that $u_{d^{\prime}}\left(\right.$ resp $\left.u_{d^{\prime}}^{\prime}\right)$ is a uniform sample from the $d^{\prime}$-dimensional sphere $\mathcal{S}^{d^{\prime}-1}=\left\{x \in \mathbb{R}^{d^{\prime}}:\|x\|_{2}=1\right\}$, with $d^{\prime}=d+1-\lceil d / 2\rceil$.

Lemma 18. With the same notation as above, then

$$
\begin{gathered}
\operatorname{TV}^{2}\left\{\mathbb{E}_{\tilde{\pi}_{0}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta u u^{T} \\
\eta u u^{T} & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\tilde{\pi}_{1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta^{\prime} u^{\prime} u^{T} \\
\eta^{\prime} u^{\prime} u^{T} & I_{d}
\end{array}\right)\right)\right\}\right\} \\
\leq \sum_{k=M+1}^{\infty}\binom{k+n-1}{n-1} \mathbb{E}\left[u_{1}^{2 k}\right]\left(\int \eta^{k}\left[\nu_{0}(d \eta)-\nu_{1}(d \eta)\right]\right)^{2}
\end{gathered}
$$

Applying these lemmata, it follows that

$$
\begin{aligned}
& \mathrm{TV}\left\{\mathbb{E}_{\mu_{0}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right)\right\} \\
& \\
& \leq\lceil d / 2\rceil \mathrm{TV}\left\{\mathbb{E}_{\tilde{\pi}_{0}}\left\{N^{\otimes n_{1}}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta u u^{T} \\
\eta u u^{T} & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\tilde{\pi}_{1}}\left\{N^{\otimes n_{1}}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta^{\prime} u^{\prime} u^{\prime T} \\
\eta^{\prime} u^{\prime} u^{\prime T} & I_{d}
\end{array}\right)\right)\right\}\right\} \\
&
\end{aligned}
$$

where the first inequality comes from Lemma 17, and the second from Lemma 18. Here $u_{1}$ is the first
coordinate of a uniform random vector in the $d^{\prime}$-dimensional unit sphere, and $\nu_{0}, \nu_{1}$ are the distributions with matching moments up the order $M$ defined above. Now, observe that $u_{1}^{2} \stackrel{d}{=} Z_{1}^{2} / \sum_{i=1}^{d^{\prime}} Z_{i}^{2}$ where $Z_{i} \stackrel{\text { i.i.d. }}{\sim} N(0,1)$, due to the fact that the standard normal distribution is isotropic. Hence $u_{1}^{2} \sim \operatorname{Beta}\left(\frac{d^{\prime}-1}{2}, \frac{1}{2}\right)$ since if $X \sim \chi^{2}(\alpha)$ and $Y \sim \chi^{2}(\beta)$ are independent, then $\frac{X}{X+Y} \sim \operatorname{Beta}\left(\frac{\alpha}{2}, \frac{\beta}{2}\right)$. It follows that

$$
\begin{aligned}
\mathbb{E}\left[u_{1}^{2 k}\right] & =\int_{-1}^{1} \frac{u^{2 k}\left(1-u^{2}\right)^{\frac{d^{\prime}-3}{2}}}{B\left(\frac{d^{\prime}-1}{2}, \frac{1}{2}\right)} d u=\int_{0}^{1} \frac{v^{k-\frac{1}{2}}(1-v)^{\frac{d^{\prime}-1}{2}-1}}{B\left(\frac{d^{\prime}-1}{2}, \frac{1}{2}\right)} d v \\
& =\frac{B\left(\frac{d^{\prime}-1}{2}, k+\frac{1}{2}\right)}{B\left(\frac{d^{\prime}-1}{2}, \frac{1}{2}\right)}=\frac{\Gamma\left(k+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)} \frac{\Gamma\left(\frac{d^{\prime}}{2}\right)}{\Gamma\left(\frac{d^{\prime}}{2}+k\right)} .
\end{aligned}
$$

Moreover

$$
\left(\int \eta^{k}\left[\nu_{0}(d \eta)-\nu_{1}(d \eta)\right]\right)^{2} \leq\left(b^{k}\left(1+\frac{1}{4^{k} M^{2 k}}\right)\right)^{2} \leq 4 b^{2 k}
$$

If we choose $b^{2}=\frac{d^{\prime}}{4 n}$, we have

$$
\begin{aligned}
\sum_{k=M+1}^{\infty}\binom{k+n-1}{n-1} & \mathbb{E}\left[u_{1}^{2 k}\right]\left(\int \eta^{k}\left[\nu_{0}(d \eta)-\nu_{1}(d \eta)\right]\right)^{2} \\
& \leq 4 \sum_{k=M+1}^{\infty}\binom{k+n-1}{n-1} \frac{\Gamma\left(k+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)} \frac{\Gamma\left(\frac{d^{\prime}}{2}\right)}{\Gamma\left(\frac{d^{\prime}}{2}+k\right)} b^{2 k} \\
& =4 \sum_{k=M+1}^{\infty} \frac{\Gamma(n+k)}{\Gamma(n) \Gamma(k+1)} \frac{\Gamma\left(k+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)} \frac{\Gamma\left(\frac{d^{\prime}}{2}\right)}{\Gamma\left(\frac{d^{\prime}}{2}+k\right)} b^{2 k} \\
& =4 \sum_{k=M+1}^{\infty} \frac{\Gamma\left(k+\frac{1}{2}\right)}{\Gamma(k+1) \Gamma\left(\frac{1}{2}\right)} \frac{\Gamma\left(\frac{d^{\prime}}{2}\right)}{\Gamma\left(\frac{d^{\prime}}{2}+k\right)} \frac{\Gamma(n+k)}{\Gamma(n)} \frac{\left(d^{\prime}\right)^{k}}{4^{k} n^{k}} \\
& =4 \sum_{k=M+1}^{\infty} \frac{\Gamma\left(k+\frac{1}{2}\right)}{\Gamma(k+1) \Gamma\left(\frac{1}{2}\right)} \frac{\left(\frac{d^{\prime}}{2}\right)^{k} \Gamma\left(\frac{d^{\prime}}{2}\right)}{\Gamma\left(\frac{d^{\prime}}{2}+k\right)} \frac{\Gamma(n+k)}{n^{k} \Gamma(n)} \frac{1}{2^{k}} \\
& \leq 4 \sum_{k=M+1}^{\infty} \frac{\left(\frac{d^{\prime}}{2}\right)^{k} \Gamma\left(\frac{d^{\prime}}{2}\right)}{\Gamma\left(\frac{d^{\prime}}{2}+k\right)} \frac{\Gamma(n+k)}{n^{k}} 2^{-k} \leq 4 \cdot 2^{-(M+1)}=2^{-(M-1)}
\end{aligned}
$$

The second inequality follows from the fact that $\frac{\Gamma\left(k+\frac{1}{2}\right)}{\Gamma(k+1) \Gamma\left(\frac{1}{2}\right)} \leq 1$, while the third one follows from the fact that

$$
\frac{\left(\frac{d}{2}\right)^{k} \Gamma\left(\frac{d}{2}\right)}{\Gamma\left(\frac{d}{2}+k\right)} \frac{\Gamma(n+k)}{n^{k} \Gamma(n)} \leq 1
$$

Indeed, writing $\psi$ for the digamma function, the function $x \mapsto \log \frac{a^{k} \Gamma(a)}{\Gamma(a+k)}$ has derivative $\psi(a)-\psi(a+k)+k / a>$ 0 , and is therefore increasing. Thus, whenever $n \geq d / 2 \geq d^{\prime} / 2$ the inequality follows. Summing up, if we set $b / 4 M^{2}=d /\left\{4\left(n_{1} \wedge n_{2}\right)\right\}$, we have that

$$
\begin{aligned}
\mathrm{TV}\left(\mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}, \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\right) & \leq \mathrm{TV}\left\{\mathbb{E}_{\mu_{0}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n_{1}}\left(0,\left(\begin{array}{cc}
I_{d} & P \\
P^{T} & I_{d}
\end{array}\right)\right)\right\} \\
& +\mathrm{TV}\left\{\mathbb{E}_{\mu_{0}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right), \mathbb{E}_{\mu_{1}} N^{\otimes n_{2}}\left(0,\left(\begin{array}{cc}
I_{d} & -P \\
-P^{T} & I_{d}
\end{array}\right)\right)\right\}
\end{aligned}
$$

$$
\leq 2\lceil d / 2\rceil 2^{-\frac{M-1}{2}} \leq(d+1) 2^{-\frac{M-1}{2}}
$$

which is upper bounded by $1 / 2-1 / 9$ if and only if

$$
M>2 \frac{\log (d+1)-\log (1 / 2-1 / 9)}{\log 2}+1
$$

Hence, this shows that

$$
\frac{b}{4 M^{2}} \gtrsim \sqrt{\frac{d}{\left(n_{1} \wedge n_{2}\right) \log ^{4} d}}
$$

is sufficient to have $\operatorname{TV}\left(\mathbb{E}_{\mu_{0}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}, \mathbb{E}_{\mu_{1}} N_{\mathbb{S}}^{\otimes n_{\mathbb{S}}}\right) \leq 1 / 2-1 / 9$, which implies that $\mathcal{R}\left(n_{\mathbb{S}}, \rho^{\prime}\right)=\mathcal{R}\left(n_{\mathbb{S}}, \frac{d}{3} \frac{b}{4 M^{2}}\right) \geq$ $1 / 2$. This allows us to conclude that

$$
\rho^{*} \geq \frac{3}{4 d} \rho^{\prime}=\frac{b}{16 M^{2}} \gtrsim \sqrt{\frac{d}{\left(n_{1} \wedge n_{2}\right) \log ^{4} d}}
$$

We finally turn to the simpler case $d<42$. It is sufficient to work as in the proof of Theorem 9 , and show that testing the consistency of the variances represents the essential difficulty of the problem. More precisely, we will show that testing

$$
H_{0}: V\left(\Sigma_{\mathbb{S}}\right)=0 \quad \text { vs. } \quad H_{1}(\rho): V\left(\Sigma_{\mathbb{S}}\right)>\rho
$$

requires at least a separation of the order $\sqrt{1 /\left(n_{1} \wedge n_{2}\right)}$, and since $T=V\left(\sigma_{\mathbb{S}}^{2}\right)+R\left(\Sigma_{\mathbb{S}}\right)$, the statement will follow. To this aim, we bound the total error probability by choosing

$$
P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}=\left(N^{\otimes n_{1}}\left(\mathbf{0}_{2 d}, I_{2 d}\right), N^{\otimes n_{2}}\left(\mathbf{0}_{2 d}, I_{2 d}\right), N^{\otimes n_{3}}\left(\mathbf{0}_{2 d}, I_{2 d}\right)\right) \in \mathcal{P}_{\mathbb{S}}(0),
$$

and

$$
P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}=\left(N^{\otimes n_{1}}\left(\mathbf{0}_{2 d}, \operatorname{diag}(1+\delta, 1 \ldots, 1)\right), N^{\otimes n_{2}}\left(\mathbf{0}_{2 d}, \operatorname{diag}(1-\delta, 1 \ldots, 1)\right), N^{\otimes n_{3}}\left(\mathbf{0}_{2 d}, I_{2 d}\right)\right) \in \mathcal{P}_{\mathbb{S}}(\delta)
$$

We have

$$
\begin{aligned}
\mathcal{R}\left(n_{\mathbb{S}}, \delta\right) & =\inf _{\varphi_{\mathbb{S}}}\left\{\sup _{P_{\mathbb{S}, 0} \in \mathcal{P}_{\mathbb{S}}(0)} P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}(\varphi-\mathbb{S}=1)+\sup _{P_{\mathbb{S}}, 1} \in \mathcal{P}_{\mathbb{S}}(\delta)\right. \\
& \left.P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}(\varphi-\mathbb{S}=0)\right\} \geq 1-\operatorname{TV}\left(P_{\mathbb{S}, 0}^{\otimes n_{\mathbb{S}}}, P_{\mathbb{S}, 1}^{\otimes n_{\mathbb{S}}}\right) \\
& \geq\left(1-\operatorname{TV}\left(N^{\otimes n_{1}}\left(\mathbf{0}_{2 d}, I_{2 d}\right), N^{\otimes n_{1}}\left(\mathbf{0}_{2 d}, \operatorname{diag}(1+\delta, 1 \ldots, 1)\right)\right)-\frac{1}{2}\right. \\
& +\left(1-\operatorname{TV}\left(N^{\otimes n_{2}}\left(\mathbf{0}_{2 d}, I_{2 d}\right), N^{\otimes n_{2}}\left(\mathbf{0}_{2 d}, \operatorname{diag}(1-\delta, 1 \ldots, 1)\right)\right)-\frac{1}{2}\right.
\end{aligned}
$$

Now, if $P_{0}:=N^{\otimes n_{1}}\left(\mathbf{0}_{2 d}, I_{2 d}\right), P_{1}:=N^{\otimes n_{1}}\left(\mathbf{0}_{2 d}, \operatorname{diag}(1+\delta, 1 \ldots, 1)\right)$,

$$
4 \mathrm{TV}\left(P_{0}, P_{1}\right)^{2} \leq \chi^{2}\left(P_{0}, P_{1}\right)=\int\left(\frac{d P_{1}}{d P_{0}}\right)^{2} d P_{0}-1
$$

$$
\begin{aligned}
& =\frac{1}{(1+\delta)^{n_{1}}} \int\left(\prod_{i=1}^{n_{1}} \exp \left\{\frac{\delta}{2(1+\delta)} x_{i 1}^{2}\right\}\right)^{2} d P_{0}-1 \\
& =\frac{1}{(1+\delta)^{n_{1}}} \int \prod_{i=1}^{n_{1}} \exp \left\{\frac{\delta}{1+\delta} x_{i 1}^{2}\right\} d P_{0}-1 \\
& =\frac{1}{(1+\delta)^{n_{1}}} \int \prod_{i=1}^{n_{1}}(2 \pi)^{-d} \exp \left\{-\frac{1}{2} x^{T} \operatorname{diag}\left(\frac{1-\delta}{1+\delta}, 1, \ldots, 1\right) x\right\} d x-1 \\
& =\left(1-\delta^{2}\right)^{-n_{1} / 2}-1 \leq e^{n_{1} \delta^{2} / 2}-1,
\end{aligned}
$$

from which we see that $\operatorname{TV}\left(P_{0}, P_{1}\right) \leq 1 / 4$ if $\delta \leq \sqrt{2 \log (5 / 4) / n_{1}}$. The same holds true for $Q_{0}:=$ $N^{\otimes n_{2}}\left(\mathbf{0}_{2 d}, I_{2 d}\right), Q_{1}:=N^{\otimes n_{2}}\left(\mathbf{0}_{2 d}, \operatorname{diag}(1-\delta, 1 \ldots, 1)\right)$, which shows that $\mathcal{R}\left(n_{\mathbb{S}}, \delta\right) \geq 1 / 2$ if $\delta=\sqrt{\frac{2 \log (5 / 4)}{n_{1} \wedge n_{2}}}$. The above bound on the total variation distance demonstrates that we may choose $\delta=\sqrt{2 \log (5 / 4) / n_{1} \wedge n_{2}}$, and hence that we have

$$
\rho^{*} \geq \delta=\sqrt{\frac{2 \log (5 / 4)}{n_{1} \wedge n_{2}}}
$$

as claimed.
Proof of Lemma 17. Let $\varphi(z)$ denote the density of the $d$-dimensional Gaussian law with respect to the Lebesgue measure. By the triangle inequality we have that

$$
\begin{aligned}
& \operatorname{TV}\left\{\mathbb{E}_{\mu_{0}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\mu_{1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}\right\} \\
& \\
& \leq \sum_{j=0}^{\lceil d / 2\rceil-1} \operatorname{TV}\left\{\mathbb{E}_{\pi_{j}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\pi_{j+1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}\right\},
\end{aligned}
$$

where $\pi_{j}$ is distribution of $U^{T} \Lambda U$, where $U \sim \mathcal{U}(d)$ is common for all $\pi_{j}$, while $\Lambda=\operatorname{diag}\left(\sigma_{1: d}\right)$, with $\sigma_{1: d} \sim \nu_{0}^{\otimes(\lceil d / 2\rceil-j)} \otimes \nu_{1}^{\otimes j} \otimes \delta_{0}^{\otimes\lfloor d / 2\rfloor}$, for $j \in\{0, \ldots,\lceil d / 2\rceil-1\}$. Observe that $\pi_{0}=\mu_{0}$ and $\pi_{\lceil d / 2\rceil}=\mu_{1}$, so that this inequality essentially interpolates $\mu_{0}$ and $\mu_{1}$ with $\lceil d / 2\rceil$ intermediate measures such that, for every $j \in\{0, \ldots,\lceil d / 2\rceil-1\}, \pi_{j}$ differs from $\pi_{j+1}$ only for the distribution of $\sigma_{j}$ in $\Lambda$. Now, consider a generic $j \in\{0, \ldots,\lceil d / 2\rceil-1\}$ and define $S:=\{1, \ldots,\lceil d / 2\rceil-j-1,\lceil d / 2\rceil-j+1, \ldots,\lceil d / 2\rceil\}$. We will show that we can bound each term of the summation above by

$$
\operatorname{TV}\left\{\mathbb{E}_{\tilde{\pi}_{0}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta u u^{T} \\
\eta u u^{T} & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\tilde{\pi}_{1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta^{\prime} u^{\prime} u^{\prime T} \\
\eta^{\prime} u^{\prime} u^{\prime T} & I_{d}
\end{array}\right)\right)\right\}\right\}
$$

with $\tilde{\pi}_{0}, \tilde{\pi}_{1}$ defined in the statement, and this would conclude the proof. To this aim, observe that if

$$
\binom{X}{Y} \sim N\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)
$$

then

$$
\left\{\begin{array}{l}
X \mid Y \sim N\left(U^{T} \Lambda U Y, I_{d}-U^{T} \Lambda^{2} U\right) \\
Y \sim N\left(\mathbf{0}_{d}, I_{d}\right)
\end{array}\right.
$$

This allows us to write

$$
\begin{aligned}
T V_{0} & :=\mathrm{TV}\left\{\mathbb{E}_{\pi_{j}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\pi_{j+1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}\right\} \\
= & \int \prod_{i=1}^{n} \varphi\left(y_{i}\right) \mid \mathbb{E}_{\pi_{j}}\left\{\prod_{i=1}^{n}\left|I-U^{T} \Lambda^{2} U\right|^{-1 / 2} \varphi\left(\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}\left(x_{i}-U^{T} \Lambda U y_{i}\right)\right)\right\} \\
& -\mathbb{E}_{\pi_{j+1}}\left\{\prod_{i=1}^{n}\left|I-U^{T} \Lambda^{2} U\right|^{-1 / 2} \varphi\left(\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}\left(x_{i}-U^{T} \Lambda U y_{i}\right)\right)\right\} \mid d x d y
\end{aligned}
$$

where $d x=d x_{1} \ldots d x_{n}$, and similarly for $d y$. Now, let $U_{S}$ be the restriction of $U$ to its columns in $S$. By definition of $\pi_{j}$ (resp. $\pi_{j+1}$ ), we can write $U^{T} \Lambda U$ as $U^{T} \Lambda U=\eta u u^{T}+U_{S}^{T} \operatorname{diag}\left(\sigma_{-j}\right) U_{S}$ where $\sigma_{-j} \sim$ $\nu_{0}^{\otimes(\lceil d / 2\rceil-j-1)} \otimes \delta_{0} \otimes \nu_{1}^{\otimes j} \otimes \delta_{0}^{\otimes d-\lceil d / 2\rceil}$, where $\delta_{0}$ is the Dirac measure in 0 . Write $\pi$ for the distribution of $\left(U_{S}, \operatorname{diag}\left(\sigma_{-j}\right)\right)$ and $f_{0}\left(\right.$ resp. $\left.f_{1}\right)$ for the conditional distribution of $(u, \eta)$ given $\left(U_{S}, \operatorname{diag}\left(\sigma_{-j}\right)\right)$ : this is given by $\eta \sim \nu_{0}\left(\right.$ resp. $\left.\nu_{1}\right)$, while $u \mid U_{S}$ is sampled uniformly from $\mathcal{S}^{d-1} \cap U_{S}^{\perp}$, i.e. the intersection between the $d$-dimensional unit sphere $\mathcal{S}^{d-1}:=\left\{x \in \mathbb{R}^{d}:\|x\|_{2}=1\right\}$ and the orthogonal complement of the columns spanned by $U_{S}$. First, observe that $\operatorname{dim}\left(\mathcal{S}^{d-1} \cap U_{S}^{\perp}\right)=d+1-\lceil d / 2\rceil$. Secondly, observe that for every measurable function $h$,

$$
\mathbb{E} h(P)=\int h(P) \pi_{j}(d P)=\int h(P) f_{0}(d u, d \eta) \pi\left(d U_{S}, d \sigma_{-j}\right)
$$

and similarly for $\pi_{j+1}$. This allows to bound the TV distance above one step further as

$$
\begin{aligned}
& T V_{0} \leq \int \prod_{i=1}^{n} \varphi\left(y_{i}\right)\left|\int \prod_{i=1}^{n}\right| I-\left.U^{T} \Lambda^{2} U\right|^{-1 / 2} \varphi\left(\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}\left(x_{i}-U^{T} \Lambda U y_{i}\right) f_{0}(d u, d \eta)\right. \\
& -\int \prod_{i=1}^{n}\left|I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right|^{-1 / 2} \varphi\left(\left(I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right)^{-1 / 2}\left(x_{i}-U^{\prime T} \Lambda^{\prime} U^{\prime} y_{i}\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \mid \pi\left(d U_{S}, d \sigma_{-j}\right) d x d y\right. \\
& \quad=\int \prod_{i=1}^{n} \varphi\left(y_{i}\right)\left(\int\left|\int \prod_{i=1}^{n}\right| I-\left.U^{T} \Lambda^{2} U\right|^{-1 / 2} \varphi\left(\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}\left(x_{i}-U^{T} \Lambda U y_{i}\right) f_{0}(d u, d \eta)\right.\right. \\
& -\int \prod_{i=1}^{n}\left|I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right|^{-1 / 2} \varphi\left(\left(I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right)^{-1 / 2}\left(x_{i}-U^{\prime T} \Lambda^{\prime} U^{\prime} y_{i}\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \mid d x\right) \pi\left(d U_{S}, d \sigma_{-j}\right) d y
\end{aligned}
$$

where in the first step we used Jensen's inequality, bringing the common $\pi$ outside the absolute value, while in the last step we used Fubini-Tonelli theorem with positive integrand. Consider now the innermost integral

$$
\int\left|\int \prod_{i=1}^{n}\right| I-\left.U^{T} \Lambda^{2} U\right|^{-1 / 2} \varphi\left(\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}\left(x_{i}-U^{T} \Lambda U y_{i}\right) f_{0}(d u, d \eta)\right.
$$

$$
\begin{aligned}
& -\int \prod_{i=1}^{n}\left|I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right|^{-1 / 2} \varphi\left(\left(I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right)^{-1 / 2}\left(x_{i}-U^{\prime T} \Lambda^{\prime} U^{\prime} y_{i}\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \mid d x\right. \\
= & \int\left|\int \prod_{i=1}^{n}\right| I-\left.U^{T} \Lambda^{2} U\right|^{-1 / 2} \varphi\left(\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}\left(x_{i}-\eta u u^{T} y_{i}-\sum_{k \neq j} \sigma_{k} u_{k} u_{k}^{T} y_{i}\right) f_{0}(d u, d \eta)\right. \\
& -\int \prod_{i=1}^{n}\left|I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right|^{-1 / 2} \varphi\left(\left(I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right)^{-1 / 2}\left(x_{i}-\eta^{\prime} u^{\prime} u^{\prime T} y_{i}-\sum_{k \neq j} \sigma_{k} u_{k} u_{k}^{T} y_{i}\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \mid d x\right.
\end{aligned}
$$

for fixed $U_{S}, \sigma_{-j}, y$. This can be simplified to

$$
\begin{aligned}
\int \mid & \int \prod_{i=1}^{n}\left|I-U^{T} \Lambda^{2} U\right|^{-1 / 2} \varphi\left(\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}\left(x_{i}-\eta u u^{T} y_{i}\right)\right) f_{0}(d u, d \eta) \\
& -\int \prod_{i=1}^{n}\left|I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right|^{-1 / 2} \varphi\left(\left(I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right)^{-1 / 2}\left(x_{i}-\eta^{\prime} u^{\prime} u^{\prime T} y_{i}\right)\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \mid d x
\end{aligned}
$$

after the change of variable $x_{i}^{\prime}=x_{i}-\sum_{k \neq j} \sigma_{k} u_{k} u_{k}^{T} y_{i}$, for all $i \in[n]$. Now, observe that, under $f_{0}$, we have

$$
\left(I-U^{T} \Lambda^{2} U\right)^{-1 / 2}=\frac{1}{\sqrt{1-\eta^{2}}} u u^{T}+\sum_{i \neq j} \frac{1}{\sqrt{1-\sigma_{i}^{2}}} u_{i} u_{i}^{T}
$$

which yields

$$
\left|I-U^{T} \Lambda^{2} U\right|^{-1 / 2}=\frac{1}{\sqrt{1-\eta^{2}} \prod_{i \neq j} \sqrt{1-\sigma_{i}^{2}}}
$$

similarly under for $\left(I-U^{\prime T} \Lambda^{\prime 2} U^{\prime}\right)^{-1 / 2}$ under $\pi_{1}$, with $\eta^{\prime}, u^{\prime}$ in place of $\eta$, $u$. Perform the change of variables

$$
x_{i}=\left(I-\sum_{k \neq j} \sigma_{k}^{2} u_{k} u_{k}^{T}\right)^{1 / 2} z_{i}
$$

for all $i \in[n]$, whose Jacobian is

$$
\prod_{i=1}^{n}\left|I-\sum_{k \neq j} \sigma_{k}^{2} u_{k} u_{k}^{T}\right|^{1 / 2}=\prod_{i=1}^{n} \prod_{k \neq j} \sqrt{1-\sigma_{k}^{2}}
$$

We get

$$
\begin{aligned}
& \int \mid \int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}}} \varphi\left(\left(\sum_{i \neq j} u_{i} u_{i}^{T}+\frac{1}{\sqrt{1-\eta^{2}}} u u^{T}\right) z_{i}-\frac{\eta}{\sqrt{1-\eta^{2}}} u u^{T} y_{i}\right) f_{0}(d u, d \eta) \\
& \left.-\int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{\prime 2}}} \varphi\left(\left(\sum_{i \neq j} u_{i} u_{i}^{T}+\frac{1}{\sqrt{1-\eta^{\prime 2}}} u^{\prime} u^{\prime T}\right) z_{i}-\frac{\eta^{\prime}}{\sqrt{1-\eta^{\prime 2}}} u^{\prime} u^{T} y_{i}\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \right\rvert\, d x \\
&=\int \left\lvert\, \int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}}} \varphi\left(\left(\sum_{i \neq j} u_{i} u_{i}^{T}+\frac{1}{\sqrt{1-\eta^{2}}} u u^{T}\right)\left(z_{i}-\eta u u^{T} y_{i}\right)\right) f_{0}(d u, d \eta)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{\prime 2}}} \varphi\left(\left(\sum_{i \neq j} u_{i} u_{i}^{T}+\frac{1}{\sqrt{1-\eta^{\prime 2}}} u^{\prime} u^{\prime T}\right)\left(z_{i}-\eta^{\prime} u^{\prime} u^{\prime T} y_{i}\right)\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \right\rvert\, d x \\
= & \int \left\lvert\, \int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}}} \varphi\left(\left(I-\eta^{2} u u^{T}\right)^{-1 / 2}\left(z_{i}-\eta u u^{T} y_{i}\right)\right) f_{0}(d u, d \eta)\right. \\
& \left.-\int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{\prime 2}}} \varphi\left(\left(I-\eta^{\prime 2} u^{\prime} u^{T}\right)^{-1 / 2}\left(z_{i}-\eta^{\prime} u^{\prime} u^{\prime T} y_{i}\right)\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \right\rvert\, d x \\
= & \int\left|\int \prod_{i=1}^{n}\right| I-\left.\eta^{2} u u^{T}\right|^{-1 / 2} \varphi\left(\left(I-\eta^{2} u u^{T}\right)^{-1 / 2}\left(z_{i}-\eta u u^{T} y_{i}\right)\right) f_{0}(d u, d \eta) \\
& -\int \prod_{i=1}^{n}\left|I-\eta^{\prime 2} u^{\prime} u^{\prime T}\right|^{-1 / 2} \varphi\left(\left(I-\eta^{\prime 2} u^{\prime} u^{T}\right)^{-1 / 2}\left(z_{i}-\eta^{\prime} u^{\prime} u^{\prime T} y_{i}\right)\right) f_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \mid d x \\
= & \mathrm{TV}\left\{\mathbb{E}_{f_{0}}\left\{N^{\otimes n}\left(\eta u u^{T} y, I-\left(\eta u u^{T}\right)\left(\eta u u^{T}\right)^{T}\right)\right\}, \mathbb{E}_{f_{1}}\left\{N^{\otimes n}\left(\eta^{\prime} u^{\prime} u^{\prime T} y, I-\left(\eta^{\prime} u^{\prime} u^{T}\right)\left(\eta^{\prime} u^{\prime} u^{T}\right)^{T}\right)\right\}\right\} .
\end{aligned}
$$

Coming back to the initial TV distance we wish to bound, we get that

$$
\begin{aligned}
& \mathrm{TV}\left\{\mathbb{E}_{\pi_{j}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\pi_{j+1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & U^{T} \Lambda U \\
U^{T} \Lambda U & I_{d}
\end{array}\right)\right)\right\}\right\} \\
& \leq \int \operatorname{TV}\left\{\mathbb{E}_{f_{0}}\left\{N^{\otimes n}\left(\eta u u^{T} y, I-\left(\eta u u^{T}\right)\left(\eta u u^{T}\right)^{T}\right)\right\}, \mathbb{E}_{f_{1}}\left\{N^{\otimes n}\left(\eta^{\prime} u^{\prime} u^{\prime T} y, I-\left(\eta^{\prime} u^{\prime} u^{\prime T}\right)\left(\eta^{\prime} u^{\prime} u^{\prime T}\right)^{T}\right)\right\}\right\} \\
& =\int \operatorname{TV}\left\{\mathbb{E}_{f_{0}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta u u^{T} \\
\eta u u^{T} & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{f_{1}}\left\{N^{\otimes n}\left(U_{S}, d \sigma_{-j}\right) d y\right.\right. \\
& \left.\left.\left.\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta^{\prime} u^{\prime} u^{\prime} T \\
\eta^{\prime} u^{\prime} u^{\prime T} & I_{d}
\end{array}\right)\right)\right\}\right\} \pi\left(d U_{S}, d \sigma_{-j}\right) \\
& =\operatorname{TV}\left\{\mathbb{E}_{\tilde{\pi}_{0}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta u u^{T} \\
\eta u u^{T} & I_{d}
\end{array}\right)\right)\right\}, \mathbb{E}_{\tilde{\pi}_{1}}\left\{N^{\otimes n}\left(\mathbf{0}_{2 d},\left(\begin{array}{cc}
I_{d} & \eta^{\prime} u^{\prime} u^{\prime} \\
\eta^{\prime} u^{\prime} u^{\prime T} & I_{d}
\end{array}\right)\right)\right\}\right\},
\end{aligned}
$$

where $\tilde{\pi}_{0}$ (resp. $\tilde{\pi}_{1}$ ) is the distribution of $\eta u u^{T}$ (resp. $\eta^{\prime} u^{\prime} u^{\prime T}$ ), where $\eta \sim \nu_{0}$ (resp. $\eta^{\prime} \sim \nu_{1}$ ) and $u$ (resp. $u^{\prime}$ ) is sampled uniformly from a $d^{\prime}$-dimensional unit sphere embedded in $\mathbb{R}^{d}$, with $d^{\prime}=d+1-\lceil d / 2\rceil$. Now, since the Gaussian distribution is invariant under orthogonal transformation, we might assume that $u=\left(u_{d^{\prime}}, \mathbf{0}_{d-d^{\prime}}^{T}\right)$, with $u_{d^{\prime}}$ uniformly sampled from the $d^{\prime}$-dimensional sphere $\mathcal{S}^{d^{\prime}-1}$, and the result follows.

Proof of Lemma 18. Consider

$$
\int \prod_{i=1}^{n} \varphi\left(y_{i}\right)\left|\int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}}} \varphi\left(\left(I-\eta^{2} u u^{T}\right)^{-1 / 2}\left(z_{i}-\eta u u^{T} y_{i}\right)\right)\left[\tilde{\pi}_{0}(d u, d \eta)-\tilde{\pi}_{1}(d u, d \eta)\right]\right| d z d y
$$

and observe that

$$
\left(I-\eta^{2} u u^{T}\right)^{-1}=I+\frac{\eta^{2}}{1-\eta^{2}} u u^{T}
$$

Hence,

$$
\varphi\left(\left(I-\eta^{2} u u^{T}\right)^{-1 / 2}\left(z_{i}-\eta u u^{T} y_{i}\right)\right)=(2 \pi)^{-\frac{d}{2}} \exp \left\{-\frac{1}{2}\left(z_{i}-\eta u u^{T} y_{i}\right)^{T}\left(I+\frac{\eta^{2}}{1-\eta^{2}} u u^{T}\right)\left(z_{i}-\eta u u^{T} y_{i}\right)\right\}
$$

$$
\left.\begin{array}{l}
=(2 \pi)^{-\frac{d}{2}} \exp \left\{-\frac{1}{2} z_{i}^{T} z_{i}-\frac{1}{2} \frac{\eta^{2}}{1-\eta^{2}} z_{i}^{T} u u^{T} z_{i}-\frac{1}{2} \eta^{2} y_{i}^{T} u u^{T} y_{i}-\frac{1}{2} \frac{\eta^{4}}{1-\eta^{2}} y_{i}^{T} u u^{T} y_{i}\right. \\
=(2 \pi)^{-\frac{d}{2}} \exp \left\{-\frac{1}{2} z_{i}^{T} z_{i}-\frac{1}{2} \frac{\eta^{2}}{1-\eta^{2}} z_{i}^{T} u z^{T} u u^{T} z_{i}-\frac{1}{2} \frac{\eta^{2}}{1-\eta^{2}} y_{i}^{T} u u^{T} y_{i}+\frac{\eta}{1-\eta^{2}} z_{i}^{T} u u^{T} y_{i}\right\} \\
\left.z_{i}^{T} u u^{T} y_{i}\right\}
\end{array}\right] \begin{aligned}
& =\varphi\left(z_{i}\right) \exp \left\{-\frac{1}{2} \frac{\eta^{2}}{1-\eta^{2}} z_{i}^{T} u u^{T} z_{i}-\frac{1}{2} \frac{\eta^{2}}{1-\eta^{2}} y_{i}^{T} u u^{T} y_{i}+\frac{\eta}{1-\eta^{2}} z_{i}^{T} u u^{T} y_{i}\right\} \\
& =\varphi\left(z_{i}\right) \exp \left\{-\frac{1}{2}\left\langle\left(\begin{array}{cc}
\frac{\eta^{2}}{1-\eta^{2}} u u^{T} & -\frac{\eta}{1-\eta^{2}} u u^{T} \\
-\frac{\eta}{1-\eta^{2}} u u^{T} & \frac{\eta^{2}}{1-\eta^{2}} u u^{T}
\end{array}\right),\binom{z_{i}}{y_{i}}\binom{z_{i}}{y_{i}}^{T}\right\rangle\right\}=: \varphi\left(z_{i}\right) g\left(\eta, u, z_{i}, y_{i}\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
T V_{1} & :=\int \prod_{i=1}^{n} \varphi\left(y_{i}\right)\left|\int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}}} \varphi\left(\left(I-\eta^{2} u u^{T}\right)^{-1 / 2}\left(z_{i}-\eta u u^{T} y_{i}\right)\right)\left[\tilde{\pi}_{0}(d u, d \eta)-\tilde{\pi}_{1}(d u, d \eta)\right]\right| d x d y \\
& =\int \prod_{i=1}^{n} \varphi\left(z_{i}\right) \varphi\left(y_{i}\right)\left|\int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}}} g\left(\eta, u, z_{i}, y_{i}\right)\left[\tilde{\pi}_{0}(d u, d \eta)-\tilde{\pi}_{1}(d u, d \eta)\right]\right| d z d y \\
& \leq \sqrt{\int \prod_{i=1}^{n} \varphi\left(z_{i}\right) \varphi\left(y_{i}\right)\left[\int \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}}} g\left(\eta, u, z_{i}, y_{i}\right)\left[\tilde{\pi}_{0}(d u, d \eta)-\tilde{\pi}_{1}(d u, d \eta)\right]\right]^{2} d z d y}
\end{aligned}
$$

where we used Cauchy-Schwartz inequality in the last step. Thus, it follows that

$$
\begin{aligned}
T V_{1}^{2} \leq & \int \prod_{i=1}^{n} \varphi\left(z_{i}\right) \varphi\left(y_{i}\right) \sum_{k=0,1} \sum_{j=0,1}(-1)^{k+j} \\
& \left(\iint \prod_{i=1}^{n} \frac{1}{\sqrt{1-\eta^{2}} \sqrt{1-\eta^{\prime 2}}} g\left(\eta, u, z_{i}, y_{i}\right) g\left(\eta^{\prime}, u^{\prime}, z_{i}, y_{i}\right) \tilde{\pi}_{k}(d u, d \eta) \tilde{\pi}_{j}\left(d u^{\prime}, d \eta^{\prime}\right)\right) d z d y \\
= & \sum_{k=0,1} \sum_{j=0,1}(-1)^{k+j} \iint\left(1-\eta^{2}\right)^{-n / 2}\left(1-\eta^{\prime 2}\right)^{-n / 2} \\
& \left(\int \prod_{i=1}^{n} g\left(\eta, u, z_{i}, y_{i}\right) g\left(\eta^{\prime}, u^{\prime}, z_{i}, y_{i}\right) \varphi\left(z_{i}\right) \varphi\left(y_{i}\right) d z d y\right) \tilde{\pi}_{k}(d u, d \eta) \tilde{\pi}_{j}\left(d u^{\prime}, d \eta^{\prime}\right) \\
= & \left.\sum_{k=0,1} \sum_{j=0,1}(-1)^{k+j} \iint\left(1-\eta^{2}\right)^{-n / 2}\left(1-\eta^{\prime 2}\right)^{-n / 2}\right) \\
& \left(\prod_{i=1}^{n} \int g\left(\eta, u, z_{i}, y_{i}\right) g\left(\eta^{\prime}, u^{\prime}, z_{i}, y_{i}\right) \varphi\left(z_{i}\right) \varphi\left(y_{i}\right) d z_{i} d y_{i}\right) \tilde{\pi}_{k}(d u, d \eta) \tilde{\pi}_{j}\left(d u^{\prime}, d \eta^{\prime}\right)
\end{aligned}
$$

where in the second equality we used Fubini-Tonelli's theorem to change the order of integration, and Fubini's theorem to factorise independent integrands in the last one. Let us consider a generic

$$
\int g\left(\eta, u, z_{i}, y_{i}\right) g\left(\eta^{\prime}, u^{\prime}, z_{i}, y_{i}\right) \varphi\left(z_{i}\right) \varphi\left(y_{i}\right) d z_{i} d y_{i}
$$

bearing in mind that $u=\left(u_{d^{\prime}}, \mathbf{0}_{d-d^{\prime}}^{T}\right), u^{\prime}=\left(u_{d^{\prime}}^{\prime}, \mathbf{0}_{d-d^{\prime}}^{T}\right)$, with $u_{d^{\prime}}, u_{d^{\prime}}^{\prime}$ being independent and uniform samples
from the $d^{\prime}$-dimensional unit sphere, where $d^{\prime}=d+1-\lceil d / 2\rceil$. We have

$$
\begin{aligned}
& \int g\left(\eta, u, z_{i}, y_{i}\right) g\left(\eta^{\prime}, u^{\prime}, z_{i}, y_{i}\right) \varphi\left(z_{i}\right) \varphi\left(y_{i}\right) d z_{i} d y_{i} \\
& =\int(2 \pi)^{-d} \exp \left\{-\frac{1}{2}\left\langle\left(\begin{array}{cc}
\frac{\eta^{2}}{1-\frac{\eta}{2}} u u^{T} & -\frac{\eta}{1-\bar{\eta}^{\eta^{2}}} u u^{T} \\
-\frac{\eta}{1-\eta^{2}} u u^{T} & \frac{\eta^{2}}{1-\eta^{2}} u u^{T}
\end{array}\right)+\right.\right. \\
& \left.\left.+\left(\begin{array}{cc}
\frac{\eta^{\prime 2}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} & -\frac{\eta^{\prime}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} \\
-\frac{\eta^{\prime}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} & \frac{\eta^{2}}{1-\eta^{\prime 2}} u^{\prime} u^{T}
\end{array}\right)+\left(\begin{array}{cc}
I_{d} & \boldsymbol{O}_{d} \\
\boldsymbol{O}_{d} & I_{d}
\end{array}\right),\binom{z_{i}}{y_{i}}\binom{z_{i}}{y_{i}}^{T}\right\rangle\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =: \int(2 \pi)^{-d} \exp \left\{-\frac{1}{2}\left\langle K,\binom{z_{i}}{y_{i}}\binom{z_{i}}{y_{i}}^{T}\right\rangle\right\}=|K|^{-1 / 2} \text {. }
\end{aligned}
$$

Now $K$ takes the form

$$
K=\left(\begin{array}{cc}
I_{d}+\frac{\eta^{2}}{1-\eta^{2}} u u^{T}+\frac{\eta^{\prime 2}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} & -\frac{\eta}{11-\eta^{2}} u u^{T}-\frac{\eta^{\prime}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} \\
-\frac{\eta}{1-\eta^{2}} u u^{T}-\frac{\eta^{\prime}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} & I_{d}+\frac{\eta^{2}}{1-\eta^{2}} u u^{T} \frac{\eta^{\prime 2}}{1-\eta^{\prime 2}} u^{\prime} u^{T}
\end{array}\right) .
$$

It is straightforward to show that

$$
|K|=\frac{\left(1-\left(u^{T} u^{\prime}\right)^{2} \eta \eta^{\prime}\right)^{2}}{\left(1-\eta^{2}\right)\left(1-\eta^{\prime 2}\right)} \stackrel{d}{=} \frac{\left(1-u_{1}^{2} \eta \eta^{\prime}\right)^{2}}{\left(1-\eta^{2}\right)\left(1-\eta^{\prime 2}\right)},
$$

but, since it requires some lengthy algebraic computations, we defer its proof to Lemma 19 below. Now, it follows that

$$
\begin{aligned}
T V_{1}^{2} \leq & \sum_{k=0,1} \sum_{j=0,1}(-1)^{k+j} \iint\left(1-\eta^{2}\right)^{-n / 2}\left(1-\eta^{\prime 2}\right)^{-n / 2} \\
& \left(\prod_{i=1}^{n} \int g\left(\eta, u, z_{i}, y_{i}\right) g\left(\eta^{\prime}, u^{\prime}, z_{i}, y_{i}\right) \varphi\left(z_{i}\right) \varphi\left(y_{i}\right) d z_{i} d y_{i}\right) \tilde{\pi}_{k}(d u, d \eta) \tilde{\pi}_{j}\left(d u^{\prime}, d \eta^{\prime}\right) \\
= & \sum_{k=0,1} \sum_{j=0,1}(-1)^{k+j} \iint\left(1-\eta^{2}\right)^{-n / 2}\left(1-\eta^{\prime 2}\right)^{-n / 2}|K|^{-n / 2} \tilde{\pi}_{k}(d u, d \eta) \tilde{\pi}_{j}\left(d u^{\prime}, d \eta^{\prime}\right) \\
= & \sum_{k=0,1} \sum_{j=0,1}(-1)^{k+j} \iint \frac{1}{\left(1-u_{1}^{2} \eta \eta^{\prime}\right)^{n}} \tilde{\pi}_{k}(d u, d \eta) \tilde{\pi}_{j}\left(d u^{\prime}, d \eta^{\prime}\right) \\
= & \sum_{h=0}^{\infty} \sum_{k=0,1} \sum_{j=0,1}(-1)^{k+j} \iint\binom{h+n-1}{n-1} u_{1}^{2 h} \eta^{h} \eta^{\prime h} \tilde{\pi}_{0}(d u, d \eta) \tilde{\pi}_{1}\left(d u^{\prime}, d \eta^{\prime}\right) \\
= & \sum_{k=0}^{\infty}\binom{k+n-1}{n-1} \mathbb{E}\left[u_{1}^{2 k}\right]\left(\int \eta^{k}\left[\nu_{0}(d \eta)-\nu_{1}(d \eta)\right]\right)^{2} \\
= & \sum_{k=M+1}^{\infty}\binom{k+n-1}{n-1} \mathbb{E}\left[u_{1}^{2 k}\right]\left(\int \eta^{k}\left[\nu_{0}(d \eta)-\nu_{1}(d \eta)\right]\right)^{2},
\end{aligned}
$$

since $\nu_{0}, \nu_{1}$ share the first $M$ moments.
Lemma 19. Let

$$
K=\left(\begin{array}{cc}
I_{d}+\frac{\eta^{2}}{1-\eta^{2}} u u^{T}+\frac{\eta^{\prime 2}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} & -\frac{\eta}{1-\eta^{2}} u u^{T}-\frac{\eta^{\prime}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} \\
-\frac{\eta}{1-\eta^{2}} u u^{T}-\frac{\eta^{\prime}}{1-\eta^{\prime 2}} u^{\prime} u^{\prime T} & I_{d}+\frac{\eta^{2}}{1-\eta^{2}} u u^{T} \frac{\eta^{\prime 2}}{1-\eta^{\prime 2}} u^{\prime} u^{T}
\end{array}\right),
$$

where $u, u^{\prime}$ are $d$-dimensional unit vectors. Then,

$$
|K|=\frac{\left(1-\left(u^{T} u^{\prime}\right)^{2} \eta \eta^{\prime}\right)^{2}}{\left(1-\eta^{2}\right)\left(1-\eta^{\prime 2}\right)}
$$

Proof. Let $\alpha=\eta^{2} /\left(1-\eta^{2}\right), \alpha^{\prime}=\eta^{\prime 2} /\left(1-\eta^{\prime 2}\right), \beta=-\eta /\left(1-\eta^{2}\right), \beta^{\prime}=-\eta^{\prime} /\left(1-\eta^{2}\right)$. We aim at finding $|K|$, where

$$
K=\left(\begin{array}{cc}
I_{d}+\alpha u u^{T}+\alpha^{\prime} u^{\prime} u^{T} & \beta u u^{T}+\beta^{\prime} u^{\prime} u^{T} \\
\beta u u^{T}+\beta^{\prime} u^{\prime} u^{T} & I_{d}+\alpha u u^{T} \alpha u^{\prime} u^{T}
\end{array}\right)
$$

First, observe that by Schur's complement

$$
\begin{aligned}
& |K|=\left|I_{d}+\alpha u u^{T}+\alpha^{\prime} u^{\prime} u^{\prime T}\right| \\
&
\end{aligned} \quad \times\left|I_{d}+\alpha u u^{T}+\alpha^{\prime} u^{\prime} u^{\prime T}-\left(\beta u u^{T}+\beta^{\prime} u^{\prime} u^{\prime T}\right)\left(I_{d}+\alpha u u^{T}+\alpha^{\prime} u^{\prime} u^{\prime T}\right)^{-1}\left(\beta u u^{T}+\beta^{\prime} u^{\prime} u^{\prime T}\right)\right|, ~ 又 又
$$

and that we may assume without loss of generality that $u^{\prime}=\boldsymbol{e}_{1}$. Indeed, let $R$ be any orthogonal matrix in $\mathbb{R}^{d, d}$, and consider $R u, R u^{\prime}$ in place of $u, u^{\prime}$ respectively. Then

$$
\begin{aligned}
\left|I_{d}+\alpha R u u^{T} R^{T}+\alpha^{\prime} R u^{\prime} u^{\prime T} R^{T}\right| & =\left|R\left(I_{d}+\alpha u u^{T}+\alpha^{\prime} u^{\prime} u^{\prime T}\right) R^{T}\right|=|R|\left|I_{d}+\alpha u u^{T}+\alpha^{\prime} u^{\prime} u^{\prime T}\right|\left|R^{T}\right| \\
& \left|I_{d}+\alpha u u^{T}+\alpha^{\prime} u^{\prime} u^{\prime T}\right|
\end{aligned}
$$

and it is easy to check that the same happens for

$$
\begin{aligned}
& \mid I_{d}+\alpha R u u^{T} R^{T}+\alpha^{\prime} R u^{\prime} u^{\prime T} R^{T} \\
& \quad-\left(\beta R u u^{T} R^{T}+\beta^{\prime} R u^{\prime} u^{\prime T} R^{T}\right)\left(I_{d}+\alpha R u u^{T} R^{T}+\alpha^{\prime} R u^{\prime} u^{\prime T} R^{T}\right)^{-1}\left(\beta R u u^{T} R^{T}+\beta^{\prime} R u^{\prime} u^{\prime T} R^{T}\right) \mid
\end{aligned}
$$

This is not necessary for the proof, but it helps with the notation, and also explains why $u^{T} u^{\prime} \stackrel{d}{=} u_{1}$ when $u$ and $u^{\prime}$ are sampled as described when we apply the result. Now, for all $\alpha, \alpha^{\prime} \in \mathbb{R}$,

$$
\begin{aligned}
\left(I+\alpha u u^{T}+\alpha^{\prime} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right)^{-1} & =I-\frac{\alpha}{1+\alpha-\frac{\alpha \alpha^{\prime}}{1+\alpha^{\prime}} \gamma^{2}} u u^{T}-\frac{\alpha^{\prime}}{1+\alpha^{\prime}-\frac{\alpha \alpha^{\prime}}{1+\alpha^{\prime}} \gamma^{2}} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}+ \\
& +\gamma \frac{\alpha^{\prime}}{1+\alpha^{\prime}} \frac{\alpha}{1+\alpha-\frac{\alpha \alpha^{\prime}}{1+\alpha^{\prime}} \gamma^{2}} \boldsymbol{e}_{1} u^{T}+\gamma \frac{\alpha}{1+\alpha} \frac{\alpha^{\prime}}{1+\alpha^{\prime}-\frac{\alpha \alpha^{\prime}}{1+\alpha^{\prime}} \gamma^{2}} u \boldsymbol{e}_{1}^{T}
\end{aligned}
$$

where $\gamma=\boldsymbol{e}_{1}^{T} u$, and

$$
\begin{aligned}
I+\alpha u u^{T}+\alpha^{\prime} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T} & -\left(\beta u u^{T}+\beta^{\prime} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right)\left(I+\alpha u u^{T}+\alpha^{\prime} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right)^{-1}\left(\beta u u^{T}+\beta^{\prime} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right) \\
& =I+\frac{\gamma^{2} \eta^{2} \eta^{\prime 2}}{1-\gamma^{2} \eta^{2} \eta^{\prime 2}}\left(u u^{T}+\boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right)-\frac{\gamma \eta \eta}{1-\gamma^{2} \eta^{2} \eta^{\prime 2}}\left(\boldsymbol{e}_{1} u^{T}+u \boldsymbol{e}_{1}^{T}\right)
\end{aligned}
$$

Calling $x=\left(\gamma^{2} \eta^{2} \eta^{\prime 2}\right) /\left(1-\gamma^{2} \eta^{2} \eta^{\prime 2}\right)$ and $c=\gamma \eta \eta^{\prime}$, we thus have

$$
|K|=\left|I_{d}+\alpha u u^{T}+\alpha^{\prime} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right|\left|I_{d}+x u u^{T}+x \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}-\frac{x}{c}\left(\begin{array}{cc}
\mid & \mid \\
u & \boldsymbol{e}_{1} \\
\mid & \mid
\end{array}\right)\left(\begin{array}{ccc}
- & \boldsymbol{e}_{1} & - \\
- & u & -
\end{array}\right)\right|
$$

In order to compute these determinants, we will repeatedly make use of the fact that, if $A$ is an invertible $n \times n$ matrix, $U, V$ are $n \times m$ matrices, then

$$
\left|A+u u^{T}\right|=\left|I_{m}+V^{T} A^{-1} U\right||A|
$$

If $A=I_{n}$, this is commonly referred as the Weinstein-Aronszajn identity. Now,

$$
\left|I_{d}+\alpha u u^{T}+\alpha^{\prime} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right|=\left|I_{d}+\alpha u u^{T}\right|\left|1+\alpha^{\prime} \boldsymbol{e}_{1}^{T}\left(I-\alpha u u^{T} /(1+\alpha)\right) \boldsymbol{e}_{1}\right|=(1+\alpha)\left(1+\alpha^{\prime}-\frac{\alpha \alpha^{\prime}}{1+\alpha} \gamma^{2}\right)
$$

and

$$
\begin{aligned}
& \left|I_{d}+x u u^{T}+x \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}-\frac{x}{c}\left(\begin{array}{cc}
\mid & \mid \\
u & \boldsymbol{e}_{1} \\
\mid & \mid
\end{array}\right)\left(\begin{array}{ccc}
- & e_{1} & - \\
- & u & -
\end{array}\right)\right| \\
& =\left|I_{d}+x u u^{T}+x \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right|\left|I-\frac{x}{c}\left(\begin{array}{ccc}
- & \boldsymbol{e}_{1} & - \\
- & u & -
\end{array}\right)\left(I_{d}+x u u^{T}+x \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right)^{-1}\left(\begin{array}{cc}
\mid & \mid \\
u & \boldsymbol{e}_{1} \\
\mid & \mid
\end{array}\right)\right| \\
& =(1+x)\left(1+x-\frac{x^{2}}{1+x} \gamma^{2}\right) \left\lvert\, I-\frac{x}{c}\left(\begin{array}{ccc}
- & e_{1} & - \\
- & u & -
\end{array}\right)\right. \\
& \times\left(I-\frac{x}{1+x-\frac{x^{2}}{1+x} \gamma^{2}}\left(u u^{T}+\boldsymbol{e}_{1} \boldsymbol{e}_{1}^{T}\right)+\gamma \frac{x}{1+x} \frac{x}{1+x-\frac{x^{2}}{1+x} \gamma^{2}}\left(\begin{array}{cc}
\mid & \mid \\
u & \boldsymbol{e}_{1} \\
\mid & \mid
\end{array}\right)\left(\begin{array}{lll}
- & e_{1} & - \\
- & u & -
\end{array}\right)\right)\left(\begin{array}{cc}
\mid & \mid \\
u & \boldsymbol{e}_{1} \\
\mid & \mid
\end{array}\right) \\
& =(1+x)\left(1+x-\frac{x^{2}}{1+x} \gamma^{2}\right)\left|\left(\begin{array}{cc}
1-\frac{x}{c}\left(\gamma+2 \tau_{1} \gamma+\tau_{2}\left(1+\gamma^{2}\right)\right) & -\frac{x}{c}\left(1+\tau_{1}\left(1+\gamma^{2}\right)+2 \tau_{2} \gamma\right) \\
-\frac{x}{c}\left(1+\tau_{1}\left(1+\gamma^{2}\right)+2 \tau_{2} \gamma\right) & 1-\frac{x}{c}\left(\gamma+2 \tau_{1} \gamma+\tau_{2}\left(1+\gamma^{2}\right)\right)
\end{array}\right)\right|
\end{aligned}
$$

where $\tau_{1}=-x /\left(1+x-\frac{x^{2}}{1+x} \gamma^{2}\right), \tau_{2}=\gamma x \tau_{1} /(1+x)$. Putting all the pieces together,

$$
\begin{aligned}
|K|=(1 & +\alpha)\left(1+\alpha^{\prime}-\frac{\alpha \alpha^{\prime}}{1+\alpha} \gamma^{2}\right)(1+x)\left(1+x-\frac{x^{2}}{1+x} \gamma^{2}\right) \\
& \left.\times\left(\left(1-\frac{x}{c}\left(\gamma+2 \tau_{1} \gamma+\tau_{2}\left(1+\gamma^{2}\right)\right)\right)^{2}-\frac{x^{2}}{c^{2}}\left(1+\tau_{1}\left(1+\gamma^{2}\right)+2 \tau_{2} \gamma\right)\right)^{2}\right)
\end{aligned}
$$

and substituting the expressions of $\alpha, \alpha^{\prime}, x, c, \tau_{1}, \tau_{2}$ as functions of $\eta, \eta^{\prime}, \gamma$ gives

$$
|K|=\frac{\left(1-\left(u^{T} u^{\prime}\right)^{2} \eta \eta^{\prime}\right)^{2}}{\left(1-\eta^{2}\right)\left(1-\eta^{\prime 2}\right)}
$$

as claimed.
Proof of Proposition 15. We start by proving the first statement. Since $\Sigma_{\mathbb{S}}$ is consistent, we have that

$$
\begin{aligned}
\Sigma_{\mathbb{S}} \text { is compatible } \quad \text { if and only if } & \left(\begin{array}{ccc}
I_{d} & P & -P \\
P^{T} & I_{d} & \beta I_{d} \\
-P^{T} & \beta I_{d} & I_{d}
\end{array}\right) \succeq 0 \\
& \text { if and only if } \quad\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)-\left(\begin{array}{cc}
P^{T} P & -P^{T} P \\
-P^{T} P & P^{T} P
\end{array}\right) \succeq 0,
\end{aligned}
$$

where the second equivalence follows by standard properties of Schur complements. However, we can see that

$$
\begin{aligned}
\inf \left\{( \begin{array} { l } 
{ x } \\
{ y }
\end{array} ) ^ { T } \left\{\left(\begin{array}{cc}
I_{d} & \beta I_{d} \\
\beta I_{d} & I_{d}
\end{array}\right)\right.\right. & \left.\left.-\left(\begin{array}{cc}
P^{T} P & -P^{T} P \\
-P^{T} P & P^{T} P
\end{array}\right)\right\}\binom{x}{y}: x, y \in \mathbb{R}^{d}\right\} \\
& =\inf \left\{\|x-y\|_{2}^{2}+2(1+\beta) x^{T} y-\|P(x-y)\|_{2}^{2}: x, y \in \mathbb{R}^{d}\right\} \\
& =\inf \left\{\|v\|_{2}^{2}+2(1+\beta)(v+y)^{T} y-\|P v\|_{2}^{2}: v, y \in \mathbb{R}^{d}\right\} \\
& =\inf \left\{\frac{1-\beta}{2}\|v\|_{2}^{2}-v^{T} P^{T} P v: v \in \mathbb{R}^{d}\right\} \\
& =\inf \left\{\left(\frac{1-\beta}{2}-\|P\|_{2}^{2}\right) v^{2}: v \in[0, \infty)\right\}
\end{aligned}
$$

where the third equality follows on noting that the minimising choice of $y$ is given by $-v / 2$. It is now clear that $\Sigma_{\mathbb{S}}$ is compatible if and only if $\|P\|_{2}^{2} \leq(1-\beta) / 2$, as claimed.

As for the second part of the statement, let $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{d}$ the orthonormal eigenvectors or $P^{T} P$ with eigenvalues $\lambda_{1} \geq \ldots \geq \lambda_{d}$, and let $L$ be the maximal $l$ such that $\lambda_{l} \geq(1-\beta) / 2$. For $l \in[L]$, define

$$
X_{\mathbb{S}}^{(l)}=\frac{c}{4}\left\{\left(\begin{array}{cc}
2 P \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} P^{T} & -2 P \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} \\
-2 \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} P^{T} & \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} / 2
\end{array}\right),\left(\begin{array}{cc}
2 P \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} P^{T} & 2 P \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} \\
2 \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} P^{T} & \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} / 2
\end{array}\right),\left(\begin{array}{cc}
\boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} / 2 & -\boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} \\
-\boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} & \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} / 2
\end{array}\right)\right\},
$$

with $0<c \leq 5 / 6+\sqrt{73} / 6$, and define $X_{\mathbb{S}}=\sum_{l=1}^{L} X_{\mathbb{S}}^{(l)}$. We first show that $X_{\mathbb{S}}$ is a feasible solution for our primal optimisation problem. We have

$$
A^{*} X_{\mathbb{S}}=\frac{c}{4} \sum_{l=1}^{L}\left(\begin{array}{ccc}
4 P \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} P^{T} & -2 P \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} & 2 P \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} \\
-2 \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} P^{T} & \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} & -\boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} \\
2 \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} P^{T} & -\boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} & \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}
\end{array}\right)=\frac{c}{4} \sum_{l=1}^{L}\left(\begin{array}{c}
2 P \boldsymbol{v}_{l} \\
-\boldsymbol{v}_{l} \\
\boldsymbol{v}_{l}
\end{array}\right)\left(\begin{array}{c}
2 P \boldsymbol{v}_{l} \\
-\boldsymbol{v}_{l} \\
\boldsymbol{v}_{l}
\end{array}\right)^{T} \succeq 0
$$

and since $X_{\mathbb{S}}^{(0)}=\frac{1}{2}\left(I_{2 d}, I_{2 d}, I_{2 d}\right)$,

$$
\left.\begin{array}{rl}
X_{\mathbb{S}}+X_{\mathbb{S}}^{(0)}=\frac{1}{2} & \left(\left(\begin{array}{cc}
I_{d}+c P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) P^{T} & -c P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) \\
-c\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) P^{T} & I_{d}+\frac{c}{4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}
\end{array}\right)\right. \\
& \left(\begin{array}{cc}
I_{d}+c P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) P^{T} & +c P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) \\
+c\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) P^{T} & I_{d}+\frac{c}{4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}
\end{array}\right),\left(\begin{array}{cc}
I_{d}+\frac{c}{4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} & -\frac{c}{2} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} \\
-\frac{c}{2} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} & I_{d}+\frac{c}{4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}
\end{array}\right)
\end{array}\right) .
$$

It remains to show that $X_{\mathbb{S}}+X_{\mathbb{S}}^{(0)} \succeq_{\mathbb{S}} 0$. Now, as for the first component of $X_{\mathbb{S}}+X_{\mathbb{S}}^{(0)}$, observe that the bottom-right block

$$
I_{d}+\frac{c}{4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} \succeq 0
$$

and it is invertible due to the fact that $\left\|c \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T} / 4\right\|_{2} \leq c / 4<1$, since the $\boldsymbol{v}_{l}$ 's are orthonormal. The inverse is

$$
\begin{aligned}
\left(I_{d}+\frac{c}{4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)^{-1} & =\left(I_{d}-\left(-\frac{c}{4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)\right)^{-1}=\sum_{k=0}^{\infty}(-1)^{k}\left(\frac{c}{4}\right)^{k}\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)^{k} \\
& =I_{d}+\sum_{k=1}^{\infty}(-1)^{k}\left(\frac{c}{4}\right)^{k}\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)^{k}=I_{d}+\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) \sum_{k=1}^{\infty}(-1)^{k}\left(\frac{c}{4}\right)^{k} \\
& =I_{d}+\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)\left(\frac{1}{1+c / 4}-1\right)=I_{d}-\frac{c}{c+4} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}
\end{aligned}
$$

where the fourth equality comes from the fact that $\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}$ is idempotent again by the orthonormality of the $\boldsymbol{v}_{l}$ 's. Hence, the first component of $X_{\mathbb{S}}+X_{\mathbb{S}}^{(0)}$ is positive semidefinite if and only if

$$
I_{d}+c P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) P^{T} \succeq c^{2} P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)\left(I_{d}-\frac{c}{4+c} \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) P^{T}
$$

which is equivalent to

$$
I_{d} \succeq\left(\frac{4 c^{2}}{4+c}-c\right) P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right) P^{T}=\left(\frac{4 c^{2}}{4+c}-c\right) P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)^{2} P^{T}
$$

which is satisfied if and only if $4 c^{2} /(4+c)-c \leq 1$, due to the fact that $\left\|P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)^{2} P^{T}\right\|_{2}=$ $\left\|P\left(\sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}\right)\right\|_{2}^{2} \leq 1$ again by orthonormality. This implies that the first component of $X_{\mathbb{S}}+X_{\mathbb{S}}^{(0)} \succeq_{\mathbb{S}}$ is PSD if and only if $0<c \leq 5 / 6+\sqrt{73} / 6$, and of course the same is true for the second component of $X_{\mathbb{S}}+X_{\mathbb{S}}^{(0)}$. As for the third component, using an analogous idea, it is easy to show that it is positive semidefinite if and only if

$$
I_{d} \succeq\left(\frac{c^{2}}{4+c}-\frac{c}{4}\right) \sum_{l=1}^{L} \boldsymbol{v}_{l} \boldsymbol{v}_{l}^{T}
$$

which is satisfied if and only if $0<c \leq 4$. Summing up, this shows that $X_{\mathbb{S}}$ is feasible for $0<c \leq 5 / 6+\sqrt{73} / 6$, and leads to

$$
\begin{aligned}
R\left(\Sigma_{\mathbb{S}}\right) & \geq-\frac{c}{3 d} \sum_{l=1}^{L}\left(\begin{array}{c}
2 P \boldsymbol{v}_{l} \\
-\boldsymbol{v}_{l} \\
\boldsymbol{v}_{l}
\end{array}\right)\left(\begin{array}{ccc}
I_{d} & P & -P \\
P & I_{d} & \beta I_{d} \\
-P^{T} \beta I_{d} & I_{d}
\end{array}\right)\left(\begin{array}{c}
2 P \boldsymbol{v}_{l} \\
-\boldsymbol{v}_{l} \\
\boldsymbol{v}_{l}
\end{array}\right)^{T} \\
& =\frac{c}{3 d} \sum_{l=1}^{L}\left(\lambda_{l}-\frac{1-\beta}{2}\right)=\frac{c}{3 d} \sum_{l=1}^{d}\left(\lambda_{l}-\frac{1-\beta}{2}\right)_{+} \\
& =\frac{c}{3 d} \sum_{l=1}^{d}\left(\sigma_{l}^{2}(P)^{2}-\frac{1-\beta}{2}\right)_{+}>\frac{3}{4 d} \sum_{l=1}^{d}\left(\sigma_{l}^{2}(P)^{2}-\frac{1-\beta}{2}\right)_{+}
\end{aligned}
$$

since $5 / 6+\sqrt{73} / 6>9 / 4$.
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## Appendices

Appendix A contains further properties of our measure of incompatibility $R$ that were not investigated in the main body of the text. Appendix B contains another oracle test based on a different measure of incompatibility, which acts on covariance matrices normalised in such a way to have fixed scale. Appendix C contains auxiliary results in Semi-definite Programming, while classical tail bounds are contained in Appendix D.

## Appendix A Further properties of $R(\cdot)$

We analyse two further examples, where the missingness patterns $\mathbb{S}$ is more complex. These examples are interesting per se, but we have decided not to include them in the main body because they would have disrupted the flow of the presentation. We start from the case where we observe all possible patterns of cardinality $d-1$, and nothing else.

Example 5. Consider the set of patterns $\mathbb{S}=\left\{S_{(-1)}, \cdots, S_{(-d)}\right\}$, with $d \geq 2$, where $S_{(-i)}=\{1, \ldots, i-$ $1, i+1, \ldots, d\}$. We show how $R\left(\Sigma_{\mathbb{S}}\right)$ can be lower-bounded by the maximal inconsistency, or, more precisely,

$$
R\left(\Sigma_{\mathbb{S}}\right) \geq \frac{1}{2} \max _{i>j} \max _{\substack{k>h \\ k, h \neq i, j}}\left|\rho_{i j}^{(k)}-\rho_{i j}^{(h)}\right|=: \Theta,
$$

where $\rho_{i j}^{(k)}$ is the correlation between $X_{i}$ and $X_{j}$ for the pattern $S_{(-k)}$, for $k \in[d] \backslash\{i, j\}$.
Proof of Example 5. In order to prove the statement, suppose the maximum is $\left|\rho_{i j}^{(k)}-\rho_{i j}^{(h)}\right|$, and consider $X_{\mathbb{S}}=d Y_{\mathbb{S}}-X_{\mathbb{S}}^{(0)}$, where $X_{\mathbb{S}}^{(0)}=\frac{1}{d-1}\left(I_{d-1}, \ldots, I_{d-1}\right)$ and

$$
Y_{\mathbb{S}}=(0, \ldots, \underbrace{A_{1}}_{h}, 0, \ldots, 0, \underbrace{A_{2}}_{k}, 0, \ldots, 0),
$$

with

$$
\left(A_{1}\right)_{\tilde{i}, \tilde{j}}=\left\{\begin{array}{l}
1 / 4 \quad \text { if }(\tilde{i}, \tilde{j}) \in\{(i, i),(j, j),(i, j),(j, i)\} \\
0 \quad \text { otherwise }
\end{array}\right.
$$

and

$$
\left(A_{2}\right)_{\tilde{i}, \tilde{j}}=\left\{\begin{array}{l}
1 / 4 \quad \text { if }(\tilde{i}, \tilde{j}) \in\{(i, i),(j, j)\} \\
-1 / 4 \quad \text { if }(\tilde{i}, \tilde{j}) \in\{(i, j),(j, i)\} \\
0 \quad \text { otherwise. }
\end{array}\right.
$$

Then, provided $X_{\mathbb{S}}$ is feasible, we get precisely that

$$
R\left(\Sigma_{\mathbb{S}}\right) \geq-\frac{1}{d}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\frac{1}{2} \max _{i>j} \max _{\substack{k>h \\ k, h \neq i, j}}\left|\rho_{i j}^{(k)}-\rho_{i j}^{(h)}\right|
$$

All is left to prove is that $X_{\mathbb{S}}$ is indeed feasible: $X_{\mathbb{S}}+X_{\mathbb{S}}^{(0)}=d Y_{\mathbb{S}} \succeq_{\mathbb{S}} 0$, and $A^{*} X_{\mathbb{S}}$ is diagonal with trace zero, hence we can choose $Y=-A^{*} X_{\mathbb{S}} \in \mathcal{Y}$ in the primal characterisation so that $A^{*} X_{\mathbb{S}}+Y=\boldsymbol{O} \succeq 0$.

Observe that the same is true in the case where we also have a complete case pattern, i.e. $\mathbb{S}=$ $\left\{[d], S_{(-1)}, \cdots, S_{(-d)}\right\}$, with $d \geq 2$, meaning that using the same strategy we can control $R$ with the maximal inconsistency. Related to this, it would be interesting to know if there is a case in which the incompatibility value $\Theta$ controls $R\left(\Sigma_{\mathbb{S}}\right)$ both from above and below, meaning that $\Theta$ fully characterises $R\left(\Sigma_{\mathbb{S}}\right)$. In this regard, we have the following:

Example 6. Consider $\mathbb{S}=\left\{S_{(-1)}, \cdots, S_{(-d)}\right\}$ and $\Sigma_{\mathbb{S}}=\left(I_{d-1}, \ldots, I_{d-1}, A\right)$, where

$$
A=\left(\begin{array}{cccccc}
1 & \epsilon_{1} / 2 & 0 & 0 & \ldots & 0 \\
\epsilon_{1} / 2 & 1 & \epsilon_{2} / 2 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & & \\
& & & & & \\
\vdots & & & \ddots & \ddots & \ddots \\
& & & & & \\
0 & \cdots & 0 & 0 & \epsilon_{d-1} / 2 & 1
\end{array}\right)
$$

with $\epsilon_{i} \in[-1,1]$. Then,

$$
R\left(\Sigma_{\mathbb{S}}\right)=\Theta=\frac{1}{2} \max _{i \in[d-1]}\left|\epsilon_{i}\right|
$$

Proof of Example 6. If we consider

$$
\Sigma=\left(\begin{array}{cccccccc}
1-\Theta & \epsilon_{1} / 4 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\epsilon_{1} / 4 & 1-\Theta & \epsilon_{2} / 4 & \cdots & 0 & 0 & 0 & 0 \\
\ddots & \ddots & \ddots & & & & & \\
& & & & & & & \\
& & & & & & & \\
& & & \ddots & \ddots & \ddots & & \\
0 & \cdots & 0 & \cdots & \epsilon_{d-2} / 4 & 1-\Theta & \epsilon_{d-1} / 4 & 0 \\
0 & \cdots & 0 & 0 & \cdots & \epsilon_{d-1} / 4 & 1-\Theta & 0 \\
0 & \cdots & 0 & \cdots & 0 & 0 & 0 & 1-\Theta
\end{array}\right) \in \mathbb{R}^{d, d},
$$

if $\Sigma$ were feasible we would be able to conclude $R\left(\Sigma_{\mathbb{S}}\right)=\frac{1}{2} \max _{i \in[d]}\left|\epsilon_{i}\right|$ being

$$
\Theta \geq R\left(\Sigma_{\mathbb{S}}\right) \geq \Theta=\frac{1}{2} \max _{i \in[d-1]}\left|\epsilon_{i}\right|
$$

All is left to prove is that $\Sigma$ is feasible. First, $\Sigma \succeq 0$ since it is diagonally dominant, being $1-\max _{i \in[d]}\left|\epsilon_{i}\right| / 2 \in$ $[1 / 2,1]$ and $\epsilon_{i} / 4 \in[-1 / 4,1 / 4]$. Finally, a generic element in $\Sigma_{\mathbb{S}}-A \Sigma$ is given by

$$
\left(\begin{array}{cccccc}
\max _{i \in[d]}\left|\epsilon_{i}\right| / 2 & \alpha_{1} / 4 & 0 & 0 & \cdots & 0 \\
\alpha_{1} / 4 & \max _{i \in[d]}\left|\epsilon_{i}\right| / 2 & \alpha_{2} / 4 & 0 & \cdots & 0 \\
& \ddots & \ddots & \ddots & & \\
& & \ddots & \ddots & \ddots & \\
& & & \ddots & \ddots & \ddots \\
0 & & & 0 & 0 & \alpha_{d-1} / 4 \\
\max _{i \in[d]}\left|\epsilon_{i}\right| / 2
\end{array}\right) \in \mathbb{R}^{d-1, d-1},
$$

where $\alpha_{i} \in\left\{ \pm \epsilon_{i}, 0\right\}$. This is again diagonally dominant since $\max _{i \in[d]}\left|\epsilon_{i}\right| / 2 \geq\left|\alpha_{j}\right| / 4+\left|\alpha_{j+1}\right| / 4$ for all $j \in[d-1]$, by definition of the maximum.

This example is particularly important since it clearly shows that, in this case, testing compatibility is at least as hard as testing consistency. Indeed, $\Theta$ is a pointwise measure of consistency, and equals 0 if and only if $\Sigma_{\mathbb{S}}$ is consistent. Nonetheless, the equality $R\left(\Sigma_{\mathbb{S}}\right)=\Theta$ holds for a very specific subclass of $\Sigma_{\mathbb{S}}$, while, in general, there could be cases for which $R\left(\Sigma_{\mathbb{S}}\right)>0$, while $\Theta=0$.

Example 7. Consider $\mathbb{S}=\{[d-2] \cup\{d-1\},[d-2] \cup\{d\}\}$. Call $S_{1}$ and $S_{2}$ the two patterns, respectively, and suppose we observe the sequence of correlation matrices given by $\Sigma_{\mathbb{S}}=\left(\Sigma_{S_{1}}, \Sigma_{S_{2}}\right)$. If we call

$$
\tilde{\Sigma}=\left(\Sigma_{S_{2}}\right)_{\mid[d-2]}-\left(\Sigma_{S_{1}}\right)_{\mid[d-2]}
$$

where $\left(\Sigma_{S_{i}}\right)_{\mid[d-2]}$ is the restriction of $\Sigma_{S_{i}}$ on the set $[d-2]$, for $i \in\{1,2\}$, then

$$
R\left(\Sigma_{\mathbb{S}}\right) \geq \frac{1}{2 d}\|\tilde{\Sigma}\|_{*}
$$

where $\|\cdot\|_{*}$ is the nuclear norm, also known as the Schatten-1 norm.
Proof of Example 7. Define

$$
X_{\mathbb{S}}=\left(\left(\begin{array}{cc}
X & \mathbf{0}_{d-2} \\
\mathbf{0}_{d-2}^{T} & 0
\end{array}\right),\left(\begin{array}{cc}
-X & \mathbf{0}_{d-2} \\
\mathbf{0}_{d-2}^{T} & 0
\end{array}\right)\right)
$$

where $X \in \mathbb{R}^{d-2, d-2}$ and $\|X\|_{2} \leq 1 / 2$. Observe that this choice of $X_{\mathbb{S}}$ is feasible since $A^{*} X_{\mathbb{S}}=\boldsymbol{O} \succeq 0$, and

$$
X_{\mathbb{S}}+X_{\mathbb{S}}^{0}=\left(\left(\begin{array}{cc}
X+\frac{1}{2} I_{d-2} & \mathbf{0}_{d-2} \\
\mathbf{0}_{d-2}^{T} & 1
\end{array}\right),\left(\begin{array}{cc}
-X+\frac{1}{2} I_{d-2} & \mathbf{0}_{d-2} \\
\mathbf{0}_{d-2}^{T} & 1
\end{array}\right)\right) \succeq_{\mathbb{S}} 0
$$

since $\|X\|_{2} \leq 1 / 2$. It follows that

$$
R\left(\Sigma_{\mathbb{S}}\right) \geq \sup _{\substack{X=X^{T} \\\|X\|_{2} \leq 1 / 2}}-\frac{1}{d}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\sup _{\substack{X=X^{T} \\\|X\|_{2} \leq 1 / 2}} \frac{1}{d}\langle X, \tilde{\Sigma}\rangle=\frac{1}{2 d}\|\tilde{\Sigma}\|_{*},
$$

where $\|\cdot\|_{*}$ is the nuclear norm and equality follows since the spectral norm and the nuclear norm are dual with respect to the Frobenius inner product.

## Appendix B Another test under trace normalisation

In the main body we were dealing with the incompatibility measure $R$, which acts on correlation matrices, normalised in a such a way that diagonal elements are all equal to one. Nonetheless, other standardisations are possible, and these lead to different compatibility measures. In this section, we will define another measure of compatibility $\tilde{R}(\cdot)$, study its properties, and use it to define a testing procedure. Similarly to Table 1 in the main body, refer to Table 2 for all the new algebraic definitions needed in this section.

| Notation | Definition | Meaning |
| :---: | :--- | :--- |
| $\overline{\operatorname{tr}: \mathcal{M}_{\mathbb{S}} \rightarrow \mathbb{R}}$ | $\overline{\operatorname{tr}}\left(X_{\mathbb{S}}\right)=\sum_{j=1}^{d}\left\|\mathbb{S}_{j}\right\|^{-1} \sum_{S \in \mathbb{S}_{j}}\left(X_{S}\right)_{j j}$ | Generalisation of the trace such that, if $\Sigma_{\mathbb{S}}$ <br> is compatible, then $\overline{\operatorname{tr}}\left(\Sigma_{\mathbb{S}}\right)$ is equal to the |
|  |  | trace of the underlying true covariance ma- <br>  <br> $\tilde{\mathcal{P}}$ |
| trix |  |  |

Table 2: Table with all the definitions needed in Appendix B.

The linear operator $\overline{\mathrm{tr}}$ satisfies the following:
Proposition 20. The following hold:
(i) If we define $X_{\mathbb{S}}^{0} \in \mathcal{M}_{\mathbb{S}}$ by taking $X_{S}^{0}$ to be the diagonal matrix with $\left(X_{S}^{0}\right)_{j j}=1 /\left|\mathbb{S}_{j}\right|$, we have

$$
\operatorname{tr}\left(X_{\mathbb{S}}\right)=\left\langle X_{\mathbb{S}}, X_{\mathbb{S}}^{0}\right\rangle_{\mathbb{S}}
$$

for all $X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$.
(ii) Suppose that $X_{\mathbb{S}}$ is consistent, meaning that $\left(X_{S_{1}}\right)_{j j^{\prime}}=\left(X_{S_{2}}\right)_{j j^{\prime}}$ whenever $S_{1}, S_{2} \in \mathbb{S}_{j j^{\prime}}$, and write $X^{\text {partial }}$ for the incomplete $d \times d$ matrix with $\left(X^{\text {partial }}\right)_{j j^{\prime}}=\left(X_{S}\right)_{j j^{\prime}}$ for any $S \in \mathbb{S}_{j j^{\prime}}$. Then

$$
\overline{\operatorname{tr}}\left(X_{\mathbb{S}}\right)=\operatorname{tr}\left(X^{\text {partial }}\right) \quad \text { and } \quad\left\langle X_{\mathbb{S}}, Y_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\left\langle X^{\text {partial }}, A^{*} Y_{\mathbb{S}}\right\rangle
$$

for any $Y_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$.
Proof of Proposition 20. Now for any $X_{\mathbb{S}} \in \mathcal{M}_{\mathbb{S}}$ we see that

$$
\left\langle X_{\mathbb{S}}, X_{\mathbb{S}}^{0}\right\rangle_{\mathbb{S}}=\sum_{S \in \mathbb{S}} \sum_{j \in S}\left(X_{S}\right)_{j j}\left(X_{S}^{0}\right)_{j j}=\sum_{j=1}^{d}\left|\mathbb{S}_{j}\right|^{-1} \sum_{S \in \mathbb{S}} \mathbb{1}_{\{j \in S\}}\left(X_{S}\right)_{j j}=\overline{\operatorname{tr}}\left(X_{\mathbb{S}}\right)
$$

proving property (i). The first part of (ii) can be seen immediately from the definition of tr. For the second
part, write

$$
\left\langle X_{\mathbb{S}}, Y_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\sum_{S \in \mathbb{S}} \sum_{j, j^{\prime} \in S}\left(X_{S}\right)_{j j^{\prime}}\left(Y_{S}\right)_{j j^{\prime}}=\sum_{j, j^{\prime}=1}^{d}\left(X^{\text {partial }}\right)_{j j^{\prime}} \sum_{S \in \mathbb{S}} \mathbb{1}_{\left\{j, j^{\prime} \in S\right\}}\left(Y_{S}\right)_{j j^{\prime}}=\left\langle X^{\text {partial }}, A^{*} Y_{\mathbb{S}}\right\rangle
$$

Now, suppose that $\Sigma_{\mathbb{S}}$ is such that $\operatorname{tr}\left(\Sigma_{\mathbb{S}}\right)=d$, where $\operatorname{tr}\left(X_{\mathbb{S}}\right)=\sum_{j=1}^{d}\left|\mathbb{S}_{j}\right|^{-1} \sum_{S \in \mathbb{S}_{j}}\left(X_{S}\right)_{j j}$, with $\mathbb{S}_{j}:=$ $\{S \in \mathbb{S}: j \in S\}$, and define

$$
\tilde{R}\left(\Sigma_{\mathbb{S}}\right):=\sup \left\{-\frac{1}{d}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}} \succeq 0\right\} .
$$

This new measure of incompatibility has the following dual representation:
Proposition 21. For $\Sigma_{\mathbb{S}} \in \tilde{\mathcal{P}}_{\mathbb{S}}$ we have

$$
\tilde{R}\left(\Sigma_{\mathbb{S}}\right)=\inf \left\{\epsilon \in[0,1]: \Sigma_{\mathbb{S}} \in(1-\epsilon) \tilde{\mathcal{P}}_{\mathbb{S}}^{0}+\epsilon \tilde{\mathcal{P}}_{\mathbb{S}}\right\}
$$

Proof of Proposition 21. As in the proof of Proposition 3, the strategy is to write this optimisation problem

$$
\begin{equation*}
\sup \left\{-\frac{1}{d}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}} \succeq 0\right\} \tag{17}
\end{equation*}
$$

in standard SDP form, prove that the dual problem is precisely

$$
\begin{equation*}
1-\frac{1}{d} \sup \left\{\operatorname{tr}(\Sigma): \Sigma \in \mathcal{P}^{*}, \Sigma_{\mathbb{S}}-A \Sigma \succeq_{\mathbb{S}} 0\right\} \tag{18}
\end{equation*}
$$

and then show that Slater's condition is satisfied for the primal problem (17). Calling $Y_{\mathbb{S}}=X_{\mathbb{S}}+X_{\mathbb{S}}^{0}$, we have that

$$
\begin{aligned}
\sup \{ & \left.-\frac{1}{d}\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}: X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}} \succeq 0\right\} \\
& =\sup \{-\frac{1}{d}\left\langle Y_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}+\frac{1}{d} \underbrace{\left\langle X_{\mathbb{S}}^{0}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}}_{=\operatorname{tr}\left(\Sigma_{\mathbb{S}}\right)=d}: Y_{\mathbb{S}} \succeq_{\mathbb{S}} 0, A^{*} Y_{\mathbb{S}} \succeq I_{d}\} \\
& =1-\frac{1}{d} \inf \left\{\left\langle Y_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}: Y_{\mathbb{S}} \succeq_{\mathbb{S}} 0, A^{*} Y_{\mathbb{S}}-Z=I_{d}, \text { for some } Z \succeq 0\right\}
\end{aligned}
$$

We write this optimisation problem in standard SDP form as follows: enumerate $\mathbb{S}$ as $\left\{S_{1}, \ldots, S_{m}\right\}$, and define

$$
X:=\left(\begin{array}{cccc}
Y_{S_{1}} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & Y_{S_{m}} & 0 \\
0 & \cdots & 0 & Z
\end{array}\right)
$$

so that $\left\langle Y_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}}=\langle X, C\rangle$, where

$$
C:=\left(\begin{array}{cccc}
\Sigma_{S_{1}} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \Sigma_{S_{m}} & 0 \\
0 & \cdots & 0 & 0
\end{array}\right)
$$

As for the constraints, they are equivalent to $X \succeq 0$ and $\left\langle X, A^{j j^{\prime}}\right\rangle=\delta_{j j^{\prime}}$, for $j, j^{\prime} \in[d]$, with

$$
A^{j j^{\prime}}:=\left(\begin{array}{cccc}
E_{S_{1}, j j^{\prime}} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & E_{S_{m}, j j^{\prime}} & 0 \\
0 & \cdots & 0 & -E_{j j^{\prime}}
\end{array}\right)
$$

where $E_{j j^{\prime}}=\left(\boldsymbol{e}_{j} \boldsymbol{e}_{j^{\prime}}^{T}+\boldsymbol{e}_{j^{\prime}} \boldsymbol{e}_{j}^{T}\right) / 2$ is the symmetric matrix of the same dimension as $Z$ with its only non-zero entries being in the $\left(j, j^{\prime}\right)$-th and $\left(j^{\prime}, j\right)$-th positions, and where $E_{S, j j^{\prime}}=\left(\boldsymbol{e}_{S, j} \boldsymbol{e}_{S, j^{\prime}}^{T}+\boldsymbol{e}_{S, j^{\prime}} \boldsymbol{e}_{S, j}^{T}\right) / 2$ is the symmetric matrix of the same dimension as $Y_{S}$ with its only non-zero entries being in the $\left(j, j^{\prime}\right)$-th and $\left(j^{\prime}, j\right)$-th positions of $Y_{S}$. Then, the standard dual problem is

$$
\begin{aligned}
& \sup \left\{\sum_{j, j^{\prime} \in[d]} \delta_{j, j^{\prime}} Y_{j, j^{\prime}}: C-\sum_{j, j^{\prime} \in[d]} Y_{j, j^{\prime}} A^{j j^{\prime}} \succeq 0\right\} \\
& \quad=\sup \left\{\operatorname{tr}(Y): \Sigma_{\mathbb{S}}-\frac{1}{2} A\left(Y+Y^{T}\right) \succeq \mathbb{S} 0,\left(Y+Y^{T}\right) \succeq 0\right\} \\
& \quad=\sup \left\{\operatorname{tr}(W): \Sigma_{\mathbb{S}}-A W \succeq_{\mathbb{S}} 0, W \succeq 0\right\}
\end{aligned}
$$

where we made the substitution $W=\left(Y+Y^{T}\right) / 2$ and used the fact that $\operatorname{tr}(W)=\operatorname{tr}(Y) / 2+\operatorname{tr}\left(Y^{T}\right) / 2=$ $\operatorname{tr}(Y)$. This shows that (18) is the dual problem of (17). As in the proof of Proposition 3, the result follows upon noticing that the primal problem (17) is strictly feasible, since $Y_{\mathbb{S}}=X_{\mathbb{S}}^{0} \succ_{\mathbb{S}} 0$ is such that $A^{*} Y_{\mathbb{S}}=I_{d} \succeq_{\mathbb{S}} I_{d}$, which ensures that strong duality holds.

As before, we can prove some properties for $\tilde{R}(\cdot)$
Proposition 22. The following hold:
(i) $\tilde{R}$ is convex.
(ii) $\tilde{R}$ is continuos.
(iii) If $\mathbb{S} \subseteq \mathbb{S}^{\prime}$ and $\Sigma_{\mathbb{S}} \subseteq \Sigma_{\mathbb{S}^{\prime}}$, then $\tilde{R}\left(\Sigma_{\mathbb{S}}\right) \leq d^{\prime} \tilde{R}\left(\Sigma_{\mathbb{S}^{\prime}}\right) / d$, where $d^{\prime}=\operatorname{card}\left(\cup_{S \in \mathbb{S}^{\prime}} S\right)$ and $d=\operatorname{card}\left(\cup_{S \in \mathbb{S}} S\right)$.

Proof of Proposition 22. (i) and (ii) are essentially the same as in Proposition 4. To prove (iii), let $\tilde{X}_{\mathbb{S}}^{(1)}$ be a feasible point of $\left\{X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}} \succeq 0\right\}$, and define $\tilde{X}_{\mathbb{S}^{\prime}}^{(2)}:=\left(\tilde{X}_{\mathbb{S}}^{(1)}, \boldsymbol{O}, \cdots, \boldsymbol{O}\right)$, where we added a compatible zero matrix $\boldsymbol{O}$ for every element in $\mathbb{S}^{C} \cap \mathbb{S}^{\prime}$. Then, $\tilde{X}_{\mathbb{S}^{\prime}}^{(2)}+X_{\mathbb{S}^{\prime}}^{0} \succeq_{\mathbb{S}^{\prime}} 0$ is equivalent to $\tilde{X}_{\mathbb{S}}^{(1)}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0$ and $X_{\mathbb{S}^{\prime} \backslash \mathbb{S}}^{0} \succeq_{\mathbb{S}^{\prime} \backslash \mathbb{S}} 0$, which are satisfied, while $A_{\mathbb{S}^{\prime}}^{*} \tilde{X}_{\mathbb{S}^{\prime}}^{(2)}=A_{\mathbb{S}}^{*} \tilde{X}_{\mathbb{S}}^{(1)} \succeq 0$, since $\tilde{X}_{\mathbb{S}}^{(1)}$ is feasible. Hence, $\tilde{X}_{\mathbb{S}^{\prime}}^{(2)}$ is feasible for $\Sigma_{\mathbb{S}^{\prime}}^{(2)}$, and the thesis follows from the fact that the normalising constant changes from $1 / d$ to
$1 / d^{\prime}$. Observe that the dual representation given by Proposition 21 allows proving the statement differently. Indeed, let $\Sigma \succeq 0 \in \mathbb{R}^{d^{\prime}, d^{\prime}}$ be such that $\operatorname{tr}(\Sigma)=d^{\prime}$ and

$$
\Sigma_{\mathbb{S}^{\prime}}=\left(1-\lambda^{\prime}\right) A_{\mathbb{S}^{\prime}} \Sigma^{\prime}+\lambda^{\prime} \tilde{\Sigma}_{\mathbb{S}^{\prime}}
$$

where $\tilde{\Sigma}_{\mathbb{S}^{\prime}} \succeq_{\mathbb{S}^{\prime}} 0$ and $\lambda^{\prime}=R\left(\Sigma_{\mathbb{S}^{\prime}}\right)$. Then, since $\mathbb{S} \subseteq \mathbb{S}^{\prime}$, we can automatically write also $\Sigma_{S}$ in this form as

$$
\Sigma_{\mathbb{S}}=\left(1-\lambda^{\prime}\right) A_{\mathbb{S}} \Sigma+\lambda^{\prime} \tilde{\Sigma}_{\mathbb{S}}
$$

where $\Sigma$ results from deleting all rows and columns of $\Sigma^{\prime}$ associated to every element $i \notin \cup_{S \in \mathbb{S}^{\prime}} S \backslash \cup_{S \in \mathbb{S}} S$, and is ensured to be non-negative definite by Cauchy interlacing theorem. Then, calling $\sigma_{i}^{2}$ the diagonal elements of $\left(1-\lambda^{\prime}\right) \Sigma^{\prime}$,

$$
\begin{aligned}
\tilde{R}\left(\Sigma_{\mathbb{S}}\right) & \leq 1-\frac{1}{d} \sum_{i \in \cup_{S \in \mathbb{S}} S} \sigma_{i}^{2} \leq 1-\frac{1}{d}\left(\sum_{i \in\left[d^{\prime}\right]} \sigma_{i}^{2}-\left(d^{\prime}-d\right)\right) \\
& =1-\frac{1}{d}\left(d\left(1-\tilde{R}\left(\Sigma_{\mathbb{S}^{\prime}}\right)\right)-\left(d^{\prime}-d\right)\right)=\frac{d^{\prime}}{d} \tilde{R}\left(\Sigma_{\mathbb{S}^{\prime}}\right) .
\end{aligned}
$$

We conclude this section with one last example, where we come back to the measure $\tilde{R}$ to show how complex can it be even for very simple settings.


Figure 15: Graph associated to the pattern $\mathbb{S}=\{\{1,2\},\{1,3\}\}$.

Example 8. Consider $\mathbb{S}=\{\{1,2\},\{1,3\}\}$, which is associated to the graph in Figure 15, and suppose without loss of generality that we observe

$$
\Sigma_{\{1,2\}}=\left(\begin{array}{cc}
\sigma_{1}^{2} & \rho_{12} \sigma_{1} \sigma_{2} \\
\rho_{12} \sigma_{1} \sigma_{2} & \sigma_{2}
\end{array}\right), \quad \Sigma_{\{1,3\}}=\left(\begin{array}{cc}
\tilde{\sigma}_{1}^{2} & \rho_{13} \tilde{\sigma}_{1} \sigma_{2} \\
\rho_{12} \tilde{\sigma}_{1} \sigma_{2} & \sigma_{3}^{2}
\end{array}\right)
$$

with $\tilde{\sigma}_{1}^{2} \geq \sigma_{1}^{2}$. Let $\theta, \phi \in[0, \pi / 2]$ be such that $\cos \theta=\sigma_{1} / \tilde{\sigma}_{1}$ and $\cos \phi=\left|\rho_{13}\right|$. Then we have

$$
R\left(\Sigma_{\mathbb{S}}\right)=\frac{1}{6}\left(\tilde{\sigma}_{1}^{2}-\sigma_{1}^{2}\right)+\frac{1}{3} \sigma_{3}^{2} \sin ^{2}\left((\theta-\phi)_{+}\right)
$$

Proof of Example 8. We prove this statement by giving an optimal choice of $X_{\mathbb{S}}$ for the primal problem and
an optimal choice of $\Sigma$ for the dual problem. It turns out that the optimal $X_{\mathbb{S}}$ is of the form

$$
X_{\mathbb{S}}=\left(\left(\begin{array}{ll}
\lambda & 0 \\
0 & 0
\end{array}\right), u u^{T}-\left(\begin{array}{ll}
\lambda & 0 \\
0 & 0
\end{array}\right)\right)
$$

for $\lambda \in \mathbb{R}$ and $v \in \mathbb{R}^{2}$. Given $v \in \mathbb{R}^{2}$, we take $\lambda=1 / 2+3 v_{1}^{2} /\left(1+3 v_{2}^{2}\right)$ as this is the maximal value for which $X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0$. It is clear that $A^{*} X_{\mathbb{S}} \succeq 0$, so this choice of $\lambda$ always leads to a feasible $X_{\mathbb{S}}$. When $\phi \geq \theta$ we will simply take $\lambda=1 / 2$ and $v=0$ to recover the same feasible solution as for $\bar{R}$ and the simple lower bound $R\left(\Sigma_{\mathbb{S}}\right) \geq(1 / 6)\left(\tilde{\sigma}_{1}^{2}-\sigma_{1}^{2}\right)$. When $\phi=0$ (so that $\left|\rho_{13}\right|=1$ ) we take $v=\mu\left(\sigma_{3} / \tilde{\sigma}_{1},-\operatorname{sgn}\left(\rho_{13}\right)\right)$ with $\mu \rightarrow \infty$ to see that

$$
R\left(\Sigma_{\mathbb{S}}\right) \geq \sup _{\mu \geq 0}\left(\frac{1}{6}+\mu^{2} \frac{\sigma_{3}^{2} / \tilde{\sigma}_{1}^{2}}{1+3 \mu^{2}}\right)\left(\tilde{\sigma}_{1}^{2}-\sigma_{1}^{2}\right)=(1 / 6)\left(\tilde{\sigma}_{1}^{2}-\sigma_{1}^{2}\right)+(1 / 3) \sigma_{3}^{2}\left(1-\sigma_{1}^{2} / \tilde{\sigma}_{1}^{2}\right)
$$

which matches our claim. When $\theta>\phi>0$ we choose

$$
v=\sqrt{\frac{\sin (\theta-\phi)}{\cos (\theta) \sin (\phi)}}\binom{\left(\sigma_{3} / \tilde{\sigma}_{1}\right) \cos (\theta-\phi)}{-\operatorname{sgn}\left(\rho_{13}\right) \cos (\theta)} .
$$

Using trigonometric identities, it can be seen that $\lambda=1 / 2+\left(\sigma_{3}^{2} / \tilde{\sigma}_{1}^{2}\right) \frac{\sin (\theta-\phi) \cos (\theta-\phi)}{\sin (\theta) \cos (\theta)}$ and

$$
\begin{aligned}
& R\left(\Sigma_{\mathbb{S}}\right) \geq-(1 / 3)\left\langle X_{\mathbb{S}}, \Sigma_{\mathbb{S}}\right\rangle_{\mathbb{S}} \\
& =(1 / 3)\left\{\lambda \tilde{\sigma}_{1}^{2} \sin ^{2}(\theta)-v_{1}^{2} \tilde{\sigma}_{1}^{2}-2 v_{1} v_{2} \tilde{\sigma}_{1} \sigma_{3} \cos (\phi) \operatorname{sgn}\left(\rho_{13}\right)-v_{2}^{2} \sigma_{3}^{2}\right\} \\
& =\frac{1}{6} \tilde{\sigma}_{1}^{2} \sin ^{2}(\theta)+\frac{1}{3} \sigma_{3}^{2} \frac{\sin (\theta-\phi)}{\cos (\theta) \sin (\phi)}\left\{\cos (\theta-\phi) \sin (\theta) \sin (\phi)-\cos ^{2}(\theta-\phi)\right. \\
& \\
& \left.\quad+2 \cos (\theta-\phi) \cos (\theta) \cos (\phi)-\cos ^{2}(\theta)\right\} \\
& =\frac{1}{6} \tilde{\sigma}_{1}^{2} \sin ^{2}(\theta)+\frac{1}{3} \sigma_{3}^{2} \sin ^{2}(\theta-\phi) .
\end{aligned}
$$

We have now provided the required lower bound in all cases, and turn to the upper bound through the dual problem. Start first with the case that $\phi \geq \theta$. Then $\tilde{\sigma}_{1}\left|\rho_{13}\right| \leq \sigma_{1}$ so that

$$
\Sigma=\left(\begin{array}{ccc}
\sigma_{1}^{2} & \rho_{12} \sigma_{1} \sigma_{2} & \sigma_{1} \sigma_{3} \frac{\tilde{\sigma}_{1} \rho_{13}}{\sigma_{1}} \\
\rho_{12} \sigma_{1} \sigma_{2} & \sigma_{2}^{2} & \sigma_{2} \sigma_{3} \rho_{12} \frac{\sigma_{1} \rho_{13}}{\sigma_{1}} \\
\sigma_{1} \sigma_{3} \frac{\tilde{\sigma}_{1} \rho_{13}}{\sigma_{1}} & \sigma_{2} \sigma_{3} \rho_{12} \frac{\tilde{\sigma}_{1} \rho_{13}}{\sigma_{1}} & \sigma_{3}^{2}
\end{array}\right)
$$

is a valid covariance matrix. We have

$$
\Sigma_{\mathbb{S}}-A \Sigma=\left(0,\left(\begin{array}{cc}
\tilde{\sigma}_{1}^{2}-\sigma_{1}^{2} & 0 \\
0 & 0
\end{array}\right)\right) \succeq 0
$$

so $\Sigma$ is feasible. Thus, when $\phi \geq \theta$, we have

$$
R\left(\Sigma_{\mathbb{S}}\right) \leq 1-\frac{1}{3} \operatorname{tr}(\Sigma)=\frac{\tilde{\sigma}_{1}^{2}+\sigma_{1}^{2}}{6}+\frac{\sigma_{2}^{2}+\sigma_{3}^{2}}{3}-\frac{1}{3}\left(\sigma_{1}^{2}+\sigma_{2}^{2}+\sigma_{3}^{2}\right)=\frac{1}{6}\left(\tilde{\sigma}_{1}^{2}-\sigma_{1}^{2}\right)
$$

as required. When $\phi<\theta$ we consider

$$
\Sigma=\left(\begin{array}{ccc}
\sigma_{1}^{2} & \rho_{12} \sigma_{1} \sigma_{2} & \sigma_{1} \sigma_{3} \cos (\theta-\phi) \operatorname{sgn}\left(\rho_{13}\right) \\
\rho_{12} \sigma_{1} \sigma_{2} & \sigma_{2}^{2} & \sigma_{2} \sigma_{3} \rho_{12} \cos (\theta-\phi) \operatorname{sgn}\left(\rho_{13}\right) \\
\sigma_{1} \sigma_{3} \cos (\theta-\phi) \operatorname{sgn}\left(\rho_{13}\right) & \sigma_{2} \sigma_{3} \rho_{12} \cos (\theta-\phi) \operatorname{sgn}\left(\rho_{13}\right) & \sigma_{3}^{2} \cos ^{2}(\theta-\phi)
\end{array}\right),
$$

which is a covariance matrix so $\Sigma \succeq 0$. Clearly $(A \Sigma)_{\{1,2\}}=\Sigma_{\{1,2\}}$. It follows from trigonometric identities that

$$
\begin{aligned}
\tilde{\sigma}_{1} \sigma_{3} \rho_{13}-\sigma_{1} \sigma_{3} \cos (\theta-\phi) \operatorname{sgn}\left(\rho_{13}\right) & =\tilde{\sigma}_{1} \sigma_{3} \operatorname{sgn}\left(\rho_{13}\right)\{\cos (\phi)-\cos (\theta) \cos (\theta-\phi)\} \\
& =\tilde{\sigma}_{1} \sigma_{3} \operatorname{sgn}\left(\rho_{13}\right) \sin (\theta) \sin (\theta-\phi)
\end{aligned}
$$

so that

$$
\Sigma_{\{1,3\}}-(A \Sigma)_{\{1,3\}}=\left(\begin{array}{cc}
\tilde{\sigma}_{1}^{2} \sin ^{2}(\theta) & \tilde{\sigma}_{1} \sigma_{3} \operatorname{sgn}\left(\rho_{13}\right) \sin (\theta) \sin (\theta-\phi) \\
\tilde{\sigma}_{1} \sigma_{3} \operatorname{sgn}\left(\rho_{13}\right) \sin (\theta) \sin (\theta-\phi) & \sigma_{3}^{2} \sin ^{2}(\theta-\phi)
\end{array}\right)
$$

which is a covariance matrix so is positive semi-definite. Thus $\Sigma$ is feasible and when $\phi<\theta$ we have

$$
\begin{aligned}
R\left(\Sigma_{\mathbb{S}}\right) & \leq 1-\frac{1}{3} \operatorname{tr}(\Sigma)=\frac{\tilde{\sigma}_{1}^{2}+\sigma_{1}^{2}}{6}+\frac{\sigma_{2}^{2}+\sigma_{3}^{2}}{3}-\frac{1}{3}\left\{\sigma_{1}^{2}+\sigma_{2}^{2}+\sigma_{3}^{2} \cos ^{2}(\theta-\phi)\right\} \\
& =\frac{1}{6}\left(\tilde{\sigma}_{1}^{2}-\sigma_{1}^{2}\right)+\frac{1}{3} \sin ^{2}(\theta-\phi)
\end{aligned}
$$

as required.
Now, the goal of this subsection is to develop an analogous oracle test for the measure $\tilde{R}$, under the usual hypothesis of $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}$, with $c>0$. In this case, the maximum is attained in the set

$$
\mathcal{H}_{c}:=\left\{X_{\mathbb{S}}+X_{\mathbb{S}}^{0} \succeq_{\mathbb{S}} 0, A^{*} X_{\mathbb{S}} \succeq 0,\left\langle X_{\mathbb{S}}+X_{\mathbb{S}}^{0}, c I_{\mathbb{S}}\right\rangle_{\mathbb{S}} \leq d\right\}
$$

hence the only difference with $\mathcal{F}_{c}$ is that $A^{*} X_{\mathbb{S}}+Y \succeq 0$ for some $Y \in \mathcal{Y}$ is substituted by $A^{*} X_{\mathbb{S}} \succeq 0$. Hence, since in the previous subsection we discarded the condition $A^{*} X_{\mathbb{S}}+Y \succeq 0$ for some $Y \in \mathcal{Y}$, if we now discard $A^{*} X_{\mathbb{S}} \succeq 0$, all the previous steps remain valid for controlling $\mathbb{P}_{H_{0}}\left(\tilde{R}\left(\widehat{\Sigma}_{\mathbb{S}}\right) \geq C_{\alpha}\right)$, so that we can again reduce this problem to bounding $\max _{S \in \mathbb{S}}\left\|\widehat{\Sigma}_{S}-\Sigma_{S}\right\|_{2}$, with the only difference that now $\Sigma_{S}$ are the population covariance matrices and $\widehat{\Sigma}_{S}$ are the corresponding sample covariance matrices, which makes the problem slightly easier in light of standard concentration inequalities (e.g. Theorem 6.5 in Wainwright (2019)). In this regard, repeating the same steps that lead to the proof of Theorem 6, we can prove the following result, which gives the right separation to test compatibility based on $\tilde{R}$. Of course, this could be generalised easily to include a test for the consistency of the variances based on $V\left(\sigma_{\mathbb{S}}^{2}\right)$.

Proposition 23. Suppose we observe $\mathbf{X}_{S, 1}, \ldots, \mathbf{X}_{S, n} \stackrel{\text { i.i.d. }}{\sim} P_{S}, \forall S \in \mathbb{S}$ independently, where each $P_{S}$ is $\nu$-subgaussian with $\nu \gg 1$, with the sequence of population covariance matrices $\Sigma_{\mathbb{S}}$ satisfying $\overline{\operatorname{tr}}\left(\Sigma_{\mathbb{S}}\right)=d$, and $\Sigma_{\mathbb{S}} \succeq_{\mathbb{S}} c I_{\mathbb{S}}$, for a given $c>0$. Let $\widehat{\Sigma}_{\mathbb{S}}$ be the sequence of sample covariance matrix associated to each pattern $S \in \mathbb{S}, n_{\mathbb{S}}$ the sequence of sample sizes, and suppose that also $\widehat{\Sigma}_{\mathbb{S}}$ are normalised so that $\operatorname{tr}\left(\widehat{\Sigma}_{\mathbb{S}}\right)=d$. Then,
for all $\alpha \in(0,1)$, the test that rejects $H_{0}$ if and only if $\widehat{R} \geq C_{\alpha}$ has Type I error bounded by $\alpha$, where

$$
C_{\alpha}=\frac{C_{1} \nu^{2}}{c} \max _{S \in \mathbb{S}} \sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}} \vee \frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}},
$$

and $C_{1}>0$ is a universal constant. Moreover, for $\beta \in(0,1)$, if $R\left(\Sigma_{\mathbb{S}}\right)>C_{\alpha}+C_{\beta}$, then $\mathbb{P}\left(\widehat{R} \leq C_{\alpha}\right) \leq \beta$.
The proof is essential analogous to the one of Theorem 6, except for the fact that now we used a standard concentration inequality for covariance matrices (see Proposition 28 in Appendix D) in place of Proposition 7. Also, observe that the separation rate in this case is slightly better than the one we found in Theorem 6, being of the order of

$$
C_{\alpha} \lesssim \max _{S \in \mathbb{S}} \sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}}
$$

under $n_{S} \gtrsim|S|$ for all $|S| \in \mathbb{S}$, which is necessary to have a consistent test. As far as the drawbacks are concerned, notice that here we need to normalise the sample covariance matrix a priori, so that $\operatorname{tr}\left(\widehat{\Sigma}_{\mathbb{S}}\right)=d$, which is somehow annoying. What is even more disturbing is the hypothesis that the subgaussian proxy $\nu^{2}$ needs to be significantly bigger than one, due to the fact that for a $\nu$-subgaussian random variable $X$ we have $\operatorname{Var}[X] \leq \nu^{2}$. Hence, the hypothesis $\nu^{2} \gg 1$ is necessary to have a little flexibility in the variances, while still satisfying $\operatorname{tr}\left(\widehat{\Sigma}_{\mathbb{S}}\right)=d$. There is no reason to assume that $\nu^{2} \gg 1$, so that this is another point in favour of the incompatibility measure $R$. As before, Proposition 23 can be used to derive a test based on $\tilde{R}$ which uses sample splitting. Repeating the steps which lead to Proposition 8, we can prove the following:

Proposition 24. Suppose we observe $\mathbf{X}_{S, 1}, \ldots, \mathbf{X}_{S, n_{S}} \stackrel{\text { i.i.d. }}{\sim} P_{S}, \forall S \in \mathbb{S}$ independently, where each $P_{S}$ is $\nu$-subgaussian with $\nu \gg 1$, and that $\Sigma_{\mathbb{S}} \succ_{\mathbb{S}} 0$. Then, we partition the data into two parts, $\mathcal{X}_{1}$ and $\mathcal{X}_{2}$, and use $\mathcal{X}_{1}$ to find the optimal $\widehat{X}_{\mathbb{S}}^{(1)}$ based on the estimate $\widehat{\Sigma}_{\mathbb{S}}^{(1)}$, and $\mathcal{X}_{2}$ to produce the independent estimates $\widehat{\Sigma}_{\mathbb{S}}^{(2)}$ and find the sample sizes $n_{S}$. For $\alpha \in(0,1)$, define $C_{\alpha}\left(\mathcal{X}_{1}\right)>0$ by

$$
C_{\alpha}\left(\mathcal{X}_{1}\right):=\epsilon\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}} / d
$$

where $\epsilon$ is such that

$$
\epsilon:=C_{1} \nu^{2} \max _{S \in \mathbb{S}} \sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}} \vee \frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}
$$

Then, the test that rejects $H_{0}$ if and only if $-\frac{1}{d}\left\langle\widehat{X}_{\mathbb{S}}^{(1)}, \widehat{\Sigma}_{\mathbb{S}}^{(2)}\right\rangle_{\mathbb{S}} \geq C_{\alpha}\left(\mathcal{X}_{1}\right)$ has Type I error bounded by $\alpha$.
This test leads to a testing separation rate of the order of

$$
C_{\alpha}\left(\mathcal{X}_{1}\right) \lesssim \frac{\left\|\widehat{X}_{\mathbb{S}}^{(1)}\right\|_{*, \mathbb{S}}}{d} \max _{S \in \mathbb{S}} \sqrt{\frac{|S|+\log (|\mathbb{S}| / \alpha)}{n_{S}}}
$$

with high probability. As in Proposition 6, also these tests can be slightly modified to include a term that checks consistency of the variances, based on the population measure of inconsistency $V\left(\sigma_{\mathbb{S}}^{2}\right)$.

## Appendix C Auxiliary results in SDP

Semi-definite programs are linear optimisation problems over spectrahedra, i.e. sets of the form

$$
S=\left\{\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}: A_{0}+\sum_{i=1}^{m} A_{i} x_{i} \succeq 0\right\}
$$

for some given symmetric matrices $A_{0}, A_{1}, \ldots, A_{m}$. An SDP problem in standard primal form is written as

$$
\begin{cases}\text { minimize } & \langle C, X\rangle \\ \text { subject to } & X \succeq 0 \text { and }\left\langle A_{i}, X\right\rangle=b_{i}, \quad i \in[m]\end{cases}
$$

where $C, A_{i}$ are given symmetric matrices, and $b_{i}$ are given scalars. For every semi-definite program in primal form, there is another associated SDP, called the dual problem, that can be stated as

$$
\begin{cases}\text { maximize } & b^{T} y \\ \text { subject to } & \sum_{i=1}^{m} A_{i} y_{i} \preceq C,\end{cases}
$$

where $b=\left(b_{1}, \ldots, b_{m}\right)$, and $y=\left(y_{1}, \ldots, y_{m}\right)$ are the dual decision variables. As in linear programming, the so-called weak duality holds, meaning that if $X$ and $y$ are any two feasible solutions of the primal and dual problems respectively, we have

$$
\langle C, X\rangle-b^{T} y=\langle C, X\rangle-\sum_{i=1}^{m} y_{i}\left\langle A_{i}, X\right\rangle=\left\langle C-\sum_{i=1}^{m} A_{i} y_{i}, X\right\rangle \geq 0
$$

Unfortunately, the equality is not always satisfied in general (see Example 2.14. in Blekherman et al. (2012)), but under some mild conditions, strong duality holds. One of such conditions is Slater's condition, where either the primal or the dual problem is required to be strictly feasible, meaning that there exists either $X \succ 0$ for the primal problem satisfying $\left\langle A_{i}, X\right\rangle=b_{i}$, for $i \in[m]$, or $y$ for the dual satisfying $\sum_{i=1}^{m} A_{i} y_{i} \prec C$. If this is the case, it can be shown that strong duality holds (Theorem 2.15. in Blekherman et al. (2012), Theorem 3.1. in Vandenberghe and Boyd (1996)). Furthermore, if the primal is strictly feasible, then the dual optimum is attained, and viceversa. In the proof, we show that it is possible to define $R$ as the optimal value of an SDP problem written in primal form, find its dual and show that Slater's condition is satisfied. This, apart from enabling us to prove Proposition 3, ensures that $R$ can be computed explicitly using standard SDP libraries, which are available for almost all programming languages. As for the computational cost, for SDP problems in their general setting, without extra assumptions like strict complementarity, no polynomial-time algorithms are known, and there are examples of SDPs for which every solution needs exponential space (Khachiyan and Porkolab, 1997). Moreover, Ramana (1997) showed that SDP lies either in the intersection of NP and co-NP, or outside the union of NP and co-NP, and nothing better than this is known. Luckily, if Slater's condition is satisfied, like in our case, then the primal-dual interior point method has a computational complexity which is polynomial in the number of constraints and the dimension of the unknown square matrix (Section 6.4.1. of Nesterov and Nemirovskii (1994), Section 5.7. of Vandenberghe and Boyd (1996)), which ensures that $R$ can be always computed efficiently without additional assumptions.

Finally, we recall Farkas' lemma for SDP problems, and its proof, following Lemma 6.3.2 in Lovász (2003).
Proposition 25 (Farkas' lemma for Semi-definite Programming). Let $A_{1}, \ldots, A_{n}$ be symmetric $m \times m$ matrices. The system

$$
x_{1} A_{1}+\ldots+x_{n} A_{n} \succ 0
$$

has no solution in $x_{1}, \ldots, x_{n}$ if and only if there exists a symmetric matrix $Y \neq 0$ such that

$$
\left\{\begin{array}{l}
\left\langle A_{1}, Y\right\rangle=0 \\
\left\langle A_{2}, Y\right\rangle=0 \\
\vdots \\
\left\langle A_{n}, Y\right\rangle=0 \\
Y \succeq 0
\end{array}\right.
$$

Proof. The set $\mathcal{P}_{m}^{*}$ of $m \times m$ positive semi-definite matrices forms a closed convex cone. If

$$
x_{1} A_{1}+\ldots+x_{n} A_{n} \succ 0
$$

has no solution, then the linear subspace $\mathcal{L}$ of matrices of the form $x_{1} A_{1}+\ldots x_{n} A_{n}$ is disjoint from the interior of $\mathcal{P}_{m}^{*}$, which in turn implies that $\mathcal{L}$ is contained in a hyperplane that is disjoint from the interior of $\mathcal{P}_{m}^{*}$. This hyperplane can be described as $\left\{X \in \mathcal{P}_{m}^{*}:\langle Y, X\rangle=0\right\}$ for a certain symmetric $Y$, where we may assume that $\langle Y, X\rangle \geq 0$ for every $X \in \mathcal{P}_{m}^{*}$. Then, since a matrix $A$ is positive semi-definite if and only if $\langle A, B\rangle \geq 0$ for every positive semi-definite matrix $B$, we conclude that $Y \neq 0, Y \succeq 0$, and, since $A_{i}$ belong to $\mathcal{L}$, that $\left\langle A_{i}, Y\right\rangle=0$.

## Appendix D Technical inequalities

Proposition 26 (Tail bound for a sum of subexponential RVs). Consider an independent sequence $\left\{X_{k}\right\}_{k=1}^{n}$ of random variables, such that $X_{k}$ has mean $\mu_{k}$, and is sub-exponential with parameters $\left(v_{k}, \alpha_{k}\right)$. Then, $\sum_{k=1}^{n}\left(X_{k}-\mu_{k}\right)$ is sub-exponential with the parameters $\left(v_{*}, \alpha_{*}\right)$, where

$$
\alpha_{*}:=\max _{k=1, \ldots, n} \alpha_{k} \quad \text { and } \quad v_{*}:=\sqrt{\sum_{k=1}^{n} v_{k}^{2}}
$$

and

$$
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left(X_{k}-\mu_{k}\right)\right| \geq t\right) \leq \begin{cases}2 e^{-\frac{n^{2} t^{2}}{2 v_{*}^{2}}} & \text { for } 0 \leq t \leq \frac{v_{*}^{2}}{n \alpha_{*}} \\ 2 e^{-\frac{n t}{2 \alpha_{*}}} & \text { for } t>\frac{v_{*}^{2}}{n \alpha_{*}}\end{cases}
$$

Proof. See Proposition 2.9. in Wainwright (2019).
Proposition 27 (The square of a subgaussian is subexponential). If $X$ is $\sigma$-subgaussian, then $X^{2}$ is subexponential with parameters $(\nu, \alpha)=\left(4 \sqrt{2} \sigma^{2}, 4 \sigma^{2}\right)$.

Proof. Using the definitions of the Orlicz norm $\|\cdot\|_{\psi_{1}}$ and $\|\cdot\|_{\psi_{2}}$ (see Wainwright (2019); Vershynin (2019)), it is easy to prove that the product of two subgaussian RVs is subexponential (Lemma 2.7.7. in Vershynin (2019)), and that $X$ is subgaussian if and only if $X^{2}$ is subexponential (Lemma 2.7.6. in Vershynin (2019)). As for its subexponential parameters, assuming WLOG that $X$ has mean zero, we know that

$$
\mathbb{E}\left[e^{\lambda X}\right] \leq e^{\frac{1}{2} \lambda^{2} \sigma^{2}}, \quad \text { for all } \lambda \in \mathbb{R}
$$

Our goal is to find a similar bound for the moment generating function of $X^{2}$, and, to this aim, we will make use of the fact that the moments of $X$ are bounded as follows

$$
\mathbb{E}\left[|X|^{r}\right] \leq r 2^{r / 2} \sigma^{r} \Gamma(r / 2), \quad \text { for all } r>0
$$

where $\Gamma(r)$ is the Gamma function. Now, calling $\mu=\mathbb{E}\left[X^{2}\right]$, by power series expansion and since $\Gamma(r)=$ $(r-1)$ ! for an integer $r$, we have

$$
\begin{aligned}
\mathbb{E}\left[e^{\lambda\left(X^{2}-\mu\right)}\right] & =1+\lambda \mathbb{E}\left[X^{2}-\mu\right]+\sum_{r=2}^{\infty} \frac{\lambda^{r} \mathbb{E}\left[\left(X^{2}-\mu\right)^{r}\right]}{r!} \\
& \leq 1+\sum_{r=2}^{\infty} \frac{\lambda^{r} \mathbb{E}\left[|X|^{2 r}\right]}{r!} \leq 1+\sum_{r=2}^{\infty} \frac{\lambda^{r} 2 r 2^{r} \sigma^{2 r} \Gamma(r)}{r!} \\
& =1+\sum_{r=2}^{\infty} \lambda^{r} 2^{r+1} \sigma^{2 r}=1+\frac{8 \lambda^{2} \sigma^{4}}{1-2 \lambda \sigma^{2}}
\end{aligned}
$$

By making $|\lambda| \leq 1 / 4 \sigma^{2}$, we have $1 /\left(1-2 \lambda \sigma^{2}\right) \leq 2$. Finally, since for every $\alpha \in \mathbb{R}$ it holds $1+\alpha \leq e^{\alpha}$, we have that the MGF of $X^{2}$ satisfies

$$
\mathbb{E}\left[e^{\lambda\left(X^{2}-\mathbb{E}\left[X^{2}\right]\right)}\right] \leq e^{16 \lambda^{2} \sigma^{4}}, \quad \text { for all }|\lambda| \leq 1 /\left(4 \sigma^{2}\right)
$$

Thus, we obtained a bound for the moment generating function of the subexponential variable $X^{2}$, that is similar to that of subgaussian variables but holds only for a small range of $\lambda$.

Proposition 28 (Concentration inequality for Covariance Matrices). Let $\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}$ be an i.i.d sequence of $\sigma$-subgaussian random vectors with covariance matrix $\Sigma$ and let $\widehat{\Sigma}_{n}:=\frac{1}{n} \sum_{i=1}^{n} \mathbf{X}_{i} \mathbf{X}_{i}^{T}$ be the sample covariance matrix. Then there exists a universal constant $C>0$ such that, for $\delta \in(0,1)$, with probability at least $1-\delta$

$$
\left\|\widehat{\Sigma}_{n}-\Sigma\right\|_{2} \leq C \sigma^{2} \max \left\{\sqrt{\frac{d+\log (2 / \delta)}{n}}, \frac{d+\log (2 / \delta)}{n}\right\}
$$

Proof. We break the proof up into two steps: use a discretisation argument to reduce the problem to the task of computing the maximum of finitely many random variables, and then use standard concentration inequalities. Firstly, let $A \in S^{d \times d}$ and let $N_{\epsilon}$ be an $\epsilon$-net of the $d$-dimensional sphere $\mathbb{S}^{d-1}$. Then

$$
\|A\|_{2} \leq \frac{1}{1-2 \epsilon} \max _{y \in N_{\epsilon}}\left|y^{T} A y\right|
$$

Indeed, let $y \in N_{\epsilon}$ satisfy $\|x-y\| \leq \epsilon$. Then

$$
\begin{aligned}
\left|x A x-y^{T} A y\right| & =\left|x^{T} A(x-y)+y^{T} A(x-y)\right| \\
& \leq\left|x^{T} A(x-y)\right|+\left|y^{T} A(x-y)\right|
\end{aligned}
$$

Looking at $\left|x^{T} A(x-y)\right|$ we have

$$
\begin{aligned}
\left|x^{T} A(x-y)\right| & \leq\|A(x-y) \mid\|\|x\| \\
& \leq\|A\|_{2} \underbrace{\|x-y\|}_{\leq \epsilon} \underbrace{\|x\|}_{=1} \\
& \leq\|A\|_{2} \epsilon
\end{aligned}
$$

Applying the same argument to $\left|y^{T} A(x-y)\right|$ gives us $\left|x^{A} x-y^{T} A y\right| \leq 2 \epsilon\|A\|_{2}$. To complete the proof, we see that $\|A\|_{2}=\max _{x \in \mathbb{S}^{d-1}} x^{T} A x \leq 2 \epsilon\|A\|_{2}+\max _{y \in N_{\epsilon}} y^{T} A y$. Rearranging the equation gives $\|A\|_{2} \leq$ $\frac{1}{1-2 \epsilon} \max _{y \in N_{\epsilon}} y^{T} A y$ as desired. Then, if we apply this result to $\widehat{\Sigma}_{n}-\Sigma$ with $\epsilon=1 / 4$ we have

$$
\left\|\widehat{\Sigma}_{n}-\Sigma\right\|_{2} \leq 2 \max _{v \in N_{1 / 4}}\left|v^{T}\left(\widehat{\Sigma}_{n}-\Sigma\right) v\right|
$$

Additionally, we know that $\operatorname{card}\left(N_{1 / 4}\right) \leq 9^{d}$ (see Lemma 5.7 and Example 5.8 in Wainwright (2019). From here, we can apply standard concentration tools to get

$$
\begin{aligned}
\mathbb{P}\left(\left\|\widehat{\Sigma}_{n}-\Sigma\right\|_{2} \geq t\right) & \leq \mathbb{P}\left(\max _{v \in N_{1 / 4}}\left|v^{T}\left(\widehat{\Sigma}_{n}-\Sigma\right) v\right| \geq t / 2\right) \\
& \leq \operatorname{card}\left(N_{1 / 4}\right) \cdot \mathbb{P}\left(\left|v_{i}^{T}\left(\widehat{\Sigma}_{n}-\Sigma\right) v_{i}\right| \geq t / 2\right)
\end{aligned}
$$

where $v_{i}$ is a unit vector on the $d$-dimensional sphere. Now, $v_{i}^{T}\left(\widehat{\Sigma}_{n}-\Sigma\right) v_{i}$ can be rewritten as

$$
\begin{aligned}
v_{i}^{T}\left(\widehat{\Sigma}_{n}-\Sigma\right) v_{i} & =\frac{1}{n} \sum_{j=1}^{n}\left(v_{i}^{T} \mathbf{X}_{j}\right)^{2}-\mathbb{E}\left[\left(v_{i}^{T} \mathbf{X}_{j}\right)^{2}\right] \\
& =\frac{1}{n} \sum_{j=1}^{n} Z_{j}-\mathbb{E}\left[Z_{j}\right]
\end{aligned}
$$

where the $Z_{j}-\mathbb{E}\left[Z_{j}\right]$ are independent subexponential of parameters $(\nu, \alpha)=\left(4 \sqrt{2} \sigma^{2}, 4 \sigma^{2}\right)$, since $v_{i}^{T} \mathbf{X}_{j}$ are $\sigma$-subgaussian by definition of subgaussian random vector. Applying the subexponential tail bound in Proposition 26 gives us

$$
\mathbb{P}\left(\left|v_{i}^{T}\left(\widehat{\Sigma}_{n}-\Sigma\right) v_{i}\right| \geq t / 2\right) \leq 2 \exp \left\{-n \min \left\{\left(\frac{t}{16 \sigma^{2}}\right)^{2}, \frac{t}{16 \sigma^{2}}\right\}\right\}
$$

so that

$$
\mathbb{P}\left(\left\|\widehat{\Sigma}_{n}-\Sigma\right\|_{2} \geq t\right) \leq 2 \cdot 9^{d} \exp \left\{-n \min \left\{\left(\frac{t}{16 \sigma^{2}}\right)^{2}, \frac{t}{16 \sigma^{2}}\right\}\right\}
$$

Inverting the bound gives the desired result. For further reference, please refer to Chapter 3 in Wainwright (2019).

